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Introduction
• Feynman diagrams and amplitudes: main tools for quantitative 

predictions for high energy processes. 


• Difficult to compute, an active field of research over the span of 
many decades. 


• Very satisfying progress for the purposes of LHC phenomenology: 
most processes at NLO, many processes at NNLO, few important 
processes at N3LO.


• Spectacular agreement of theory QCD predictions and 
experimental measurements. 


• The LHC is a precision physics machine
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Fig. 28: (left) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 systematic
uncertainties) on the per-production-mode cross sections normalised to the SM predictions for ATLAS
(blue) and CMS (red). The filled coloured box corresponds to the statistical and experimental systematic
uncertainties, while the hatched grey area represent the additional contribution to the total uncertainty due
to theoretical systematic uncertainties. (right) Summary plot showing the total expected ±1� uncertain-
ties in S2 (with YR18 systematic uncertainties) on the per-production-mode cross sections normalised to
the SM predictions for the combination of ATLAS and CMS extrapolations. For each measurement, the
total uncertainty is indicated by a grey box while the statistical, experimental and theory uncertainties are
indicated by a blue, green and red line respectively. In addition, the numerical values are also reported.

bined ATLAS-CMS extrapolation range from 2 � 4%, with the exception of that on Bµµ at 8% and
on BZ� at 19%. The numerical values in both S1 and S2 for ATLAS and CMS are given in Table 35
where the the breakdown of the uncertainty into four components is provided. In projections of both
experiments, the S1 uncertainties are up to a factor of 1.5 larger than those in S2, reflecting the larger
systematic component. The systematic uncertainties generally dominate in both S1 and S2. In S2 the
signal theory uncertainty is the largest, or joint-largest, component for all parameters except BRµµ and
BZ� , which remain limited by statistics due to the small branching fractions.

The correlations range up to 40%, and are largest between modes where the sensitivity is domi-
nated by gluon-fusion production. This reflects the impact of the theory uncertainties affecting the SM
prediction of the gluon-fusion production rate.

2.7 Kappa interpretation of the combined Higgs boson measurement projections23

2.7.1 Interpretations and results for HL-LHC
In this section combination results are given for a parametrisation based on the coupling modifier, or
-framework [42]. A set of coupling modifiers, ~, is introduced to parametrise potential deviations from
the SM predictions of the Higgs boson couplings to SM bosons and fermions. For a given production
process or decay mode j, a coupling modifier j is defined such that,

2
j = �j/�SM

j or 2
j = �

j/�
j
SM. (6)

23 Contacts: R. Di Nardo, A. Gilbert, H. Yang, N. Berger, D. Du, M. Dührssen, A. Gilbert, R. Gugel, L. Ma B. Murray, P.
Milenovic
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Future precision

• A projection of Higgs cross-
section measurements at the 
end of the high-luminosity LHC 
programme.


• Theoretical predictions for 
Standard Model cross-sections 
will be an important component 
of the total uncertainty. 

1902.00134

2.2.1.1 Gluon fusion

In this section we document cross section predictions for a standard model Higgs boson produced through
gluon fusion in 27 TeV pp collisions. To derive predictions we include contributions based on pertur-
bative computations of scattering cross sections as studied in Ref. [47]. We include perturbative QCD
corrections through next-to-next-to-next-to-leading order (N3LO), electroweak (EW) and approximated
mixed QCD-electroweak corrections as well as effects of finite quark masses. The only modification
with respect to YR4 [45] is that we now include the exact N3LO heavy top effective theory cross section
of Ref. [48] instead of its previous approximation. The result of this modification is only a small change
in the central values and uncertainties. To derive theoretical uncertainties we follow the prescriptions
outlined in Ref. [47]. We use the following inputs:

ECM 27 TeV
mt(mt) 162.7 GeV
mb(mb) 4.18 GeV

mc(3 GeV) 0.986 GeV
↵S(mZ) 0.118

PDF PDF4LHC15_nnlo_100 [49]

(5)

All quark masses are treated in the MS scheme. To derive numerical predictions we use the program
iHixs [50].

Sources of uncertainty for the inclusive Higgs boson production cross section have been assessed
recently in refs. [47, 51, 52, 45]. Several sources of theoretical uncertainties were identified.
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Fig. 1: The figure shows the linear sum of the different sources of relative uncertainties as a function
of the collider energy. Each coloured band represents the size of one particular source of uncertainty as
described in the text. The component �(PDF+↵S) corresponds to the uncertainties due to our imprecise
knowledge of the strong coupling constant and of parton distribution functions combined in quadrature.

– Missing higher-order effects of QCD corrections beyond N3LO (�(scale)).
– Missing higher-order effects of electroweak and mixed QCD-electroweak corrections at and be-

yond O(↵S↵) (�(EW)).
– Effects due to finite quark masses neglected in QCD corrections beyond NLO (�(t,b,c) and �(1/mt)).
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PROCESSS 
CLASS EXAMPLES STATUS

POSSIBLE 
Phenomenolog

y motivated 
GOAL

H,W,Z,WH,ZH N3LO N3LO

jet inclusive, 
diboson, top-

pair, photon-jet,
…

NNLO N3LO

ttH,diphton+jet,
WW/ZZ/ZW+jet, 
top-pair+jet,…

NLO NNLO

A wish list…

2 → 1

2 → 2

2 → 3

2 → 3

Are we ready for such a leap?



Challenges
• One big challenge is the 

proliferation of Feynman 
diagrams. 


• The integrands are simple rational 
functions of loop-momenta


• But established integration 
methods for loop amplitudes 
perform numerous costly  
operations on the integrands 
before final integrations. 


• These operations are 
necessitated by the presence of 
divergences

Order  Diagrams

tree 1

1-loop 10

2-loop 189

3-loop 134225

(In qq̄ → QQ̄)

(Similar pattern for increasing  
the number of external legs)



Feynman Integrals

Feynman 
Parameters

Mellin -
Barnes

Reduction to 
Master 

Integrals

Differential or 
Difference 
equations 

Sector  

decomposit
ion Unitaritty

Cau
ch

y

Canoncical  

basis

Powerful schemes which have lead to impressive breaktroughs.  
But, I feel, that we have already achieved most of what is possible with them.

NEED TO THINK OF ALTERNATIVES



Alternative approach
• Generate amplitudes in momentum 

space. 


• Integrate them directly after 
subtracting or deforming the 
integration contour away from 
singularities. 


• The theoretical foundation for this 
program lies in the proofs of 
factorization for perturbative QCD 
(Collins, Soper, Sterman) 

• For wide-angles and high energy, 
scattering amplitudes can be separated 
into short-distance (hard functions) and 
long-distance factors (jet and soft 
functions)

Figure 1. Depiction of a general pinch surface for two-to-two scattering. Shaded blobs

represent jet subdiagrams, and the open circle a subdiagram of “soft” lines, whose mo-

menta vanish at the pinch surface. In the center is a “hard” subdiagram consisting of

lines o↵-shell by the order of the momentum transfer. Each line connecting the soft, jet

and hard subdiagrams represents an arbitrary number of lines. For the purposes of this

discussion, all lines are scalars, and the dashed lines simply represent soft lines attached to

jet subdiagrams. Note the possibility that soft lines as well as jet lines attach to the hard

subdiagram.

of the external lines. To find the behavior of the integral at pinch surface �, we

introduce a dimensionless scaling variable � and study the behavior of the integrand

and integration volume for � ! 0, where it takes all momenta to the pinch surface.

To keep track of dimensions, we label by Q the typical hard-scattering momentum

scale, say Q ⇠
p

ŝ, for 2 ! n fixed angle scaling.

Now, for soft lines, which vanish in all four components at the pinch surface, we

take

k
µ

i
⇠ �Q . (2.1)

Jet line momenta, on the other hand, approach a fraction of the corresponding ex-

ternal momentum according to

k
µ

j
⇠ xj p

µ + �j⌘
µ

p
+ k

µ

? , (2.2)

where ⌘
µ

p
is a lightlike vector moving opposite to p

µ, with ⌘
2
p

= 0, and where p · k? =

⌘p · k? = 0. The scalings for these jet line components are then

�j ⇠ � Q ,

k? ⇠ �
1/2

Q . (2.3)

– 4 –

Factorization in momentum-space



Basic idea

G = ∫
∞

−∞
[dk]ℐ(k)

G = ∫C
[dk][ℐ(k) − ℐapprox(k)]

+∫
∞

−∞
[dk]ℐapprox(k)

Amplitude

Monte-Carlo Integration

Factorization / Analytic Integration 
or combination with reak-radiation  

approximations



 Subtraction of singularities

• IR/UV counterterms can be found 
algorithmically for arbitrary loops 

• A sector-decomposition algorithm  
can disentangle overlapping 
singularities  
(Binoth, Heinrich) 

• Contour deformations can be 
produced algorithmically for 
arbitrary loops  
(Nagy, Soper)

• IR/UV counterterms have been 
found only at one-loop 
(Nagy, Soper) 

• Contour deformations are known at 
one-loop and beyond for 
processes. (Nagy, Soper; Becker, 
Weinzierl), But not efficient! 

• A promising field of research with 
space for new ideas (e.g. loop-tree-
duality by Catani, Rodrigo et al.)

Feynman parameter space Momentum space



Outline

• Origin of singularities


• General method of nested subtractions


• Application to scalar integrals


• Application to two-loop QCD amplitudes


• Future prospects and possibilities. 



Review of the origin of 
singularities

• Loop amplitudes contain the 
probability amplitude for 
propagation of particles in 
between vertices of Feynman 
graphs.


• These are singular when 
particles are on-shell. 


• Do these singularities lead to 
divergent integrals?  

The “tiniest” events
• Particles can travel 

(propagate) from one 
point to another 

• Particles can interact 
at a point 

• Probability amplitudes 
for the tiniest events 
capture the fundamental 
laws of physics

 17

Ampl(A → B) =
…

E2 − ω2

…
E2 − ω2

E=±ω

= ∞

ω ≡ m2 + ⃗p 2



“Infinities” from classical 
behaviour

• The poles lie inside the domain 
of integration for the energy of 
virtual particles.  

• If we can deform the path of 
integration away from the poles, 
then they lead to no singularities 

• but  the integral acquires both a 
real and imaginary part. 

 12

∫
∞

−∞
dE…

⋯
E2 − ω + iδ

= ∫
∞

−∞
dE…

⋯
ω ( 1

E − ω + iδ
−

1
E + ω − iδ )

ω → ω − iδ with δ → 0



“Infinities” from classical 
behaviour

• The poles lie inside the domain 
of integration for the energy of 
virtual particles.  

• If we can deform the path of 
integration away from the poles, 
then they lead to no singularities 

• but  the integral acquires both a 
real and imaginary part. 

 13

∫
∞

−∞
dE…

⋯
E2 − ω + iδ

= ∫
∞

−∞
dE…

⋯
ω ( 1

E − ω + iδ
−

1
E + ω − iδ )

ω → ω − iδ with δ → 0



Soft massless particles

• Poles due to soft massless 
particles. 

• These singularities pinch the 
integration path from both 
sides.  

• Condition for a TRUE 
INFINITY

 14

∫
∞

−∞
dE…

⋯
(E + iδ) (E − iδ)



Collinear singularities
• A second source of infinities due 

to massless collinear particles.  

• A singularity of one particle in 
the lower half-plane lines up with 
the singularity of a collinear 
particle in the higher half-pane. 

• The singularities pinch the 
integration path from both sides.  

• We cannot deform the path, a 
condition for a TRUE INFINITY!

 15



Pinch singularities
• To know if a singularity develops, we need 

to study the behaviour of the integral in the 
vicinity of the pinch surface.


• We can calculate a degree of divergence. 


• Scale variables which are perpendicular to 
the pinched surface with a small 
parameter and calculate the scaling of the 
integrand as the parameter is driven to 
zero. 

Soft

Collinear

kμ ∼ δQ, d4k ∼ δ4

k = xp + αη + βp⊥, x ∼ δ0, α ∼ δ, β ∼ δ
1
2 d4k ∼ δ2

Integrand: d4kℐ(k) ∼ δn Divergent:

Convergent: n > 0

n ≤ 0



Nested subtractions for an arbitrary 
number of loops in physical space

• Singular regions are 
interconnected. How can we 
create systematically an 
approximation of the loop 
integrals in all singular regions?   

• Order the singular regions by 
their “volume” 

• Subtract an approximation of the 
integrand in the smallest volume 

• Then, proceed to the next 
volume and repeat until there are 
no more singularities to remove.  

14

of Eq. (21), namely that the divergences from PS ⇢ are equal for �(n) and t⇢�(n),

�(n)
��
div n̂[⇢]

� t⇢�
(n)

��
divn̂[⇢]

=
Y

I

Z
d⌧ (I)

Z
dD�1z(I)

Z
d⌘(I)

Z
dD�1y(I) ⇥(n̂[⇢])

⇥
h
S(⇢)

{µI}(z
(I)) J (⇢)µI⌫I

I
(z(I), y(I)) H(⇢)

{⌫I}(y
(I))

� S(⇢)

{µI}(⌧
(I)) �µI

I
�̄I,µ

0
I

J
(⇢)µ

0
I⌫

0
I

I
(z(I), ⌘(I)) �̄I,⌫

0
I
�⌫I

I
H(⇢)

{⌫I}(y
(I))

i ���
div n̂[⇢]

= 0 , (28)

where ⇥(n̂[⇢]) restricts the integration to the reduced neighborhood n̂[⇢] [Eq. (25)]. This integral over the reduced

neighborhood converges because of the accuracy of the soft-collinear and hard-collinear approximations in the entire

reduced neighborhood n̂[⇢]. The PSs internal to the original neighborhoods n[⇢] have been removed by construction.

Equation (28) is the main result we will use for applications in the following sections, treating the neighborhood of

each PS separately. As a more general result, however, we will show that all divergent contributions to amplitudes

can be written without restriction to specific regions, in terms of a construction based on nested subtractions [7],

which we now discuss.

D. Nested subtractions

The quantities t⇢� [Eq. (20)] can also be thought of as counterterms for ultraviolet divergences associated with the

limits x2

I
! 0 in the partonic matrix elements [Eq. (2)] and with multieikonal amplitudes [Eq. (4)]. We will denote an

arbitrary n-loop diagram that is one-particle irreducible in the xI channel as �(n). Following the momentum-space

procedure of Ref. [7], we define a regulated version of �(n) by

R(n) �(n) = �(n) +
X

N2N [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) , (29)

where N [�] is the set of all nonempty nestings for diagram �. We will refer to R(n) as the subtraction operator at

nth order. We may then write for the full nth-order xI -irreducible partonic amplitude (5), Ḡ(n) =
P

�(n),

Ḡ(n) =
X

�(n)

2

4�
X

N2N [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) + R(n) �(n)

3

5 . (30)

The products in Eqs. (29) and (30) are ordered with the larger PSs to the right of smaller PSs. Thus, the first

approximation operators t⇢ to act on �(n) involve the fewest points on the light cones or at short distances. As in Eq.

(20), the approximation operators act on the diagram over the full integration region, and are not restricted to the

neighborhood of the corresponding pinch surface.

Among the approximation operators that appear in R(n)�(n), we may identify the smallest, ⇢� , for which all vertices

approach the origin, that is, for which H(��) = �(n). Now because ⇢� is the smallest PS, it nests with every other

pinch surface. Its approximation operator, which we denote by tuv for any diagram, always appears to the left of

every other operator in Eq. (30). Operator tuv acts only on the external propagators that attach to �(n). We can

thus separate it in the sum over nestings, and we find

Ḡ(n) =
X

�(n)

8
<

:tuv�(n) + (1 � tuv)

2

4�
X

N2NP [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) + R(n)

P
�(n)

3

5

9
=

; , (31)

Ozan Erdogan, George Sterman



Nested subtractions
• Order the singular regions by 

their “volume” 

• Subtract an approximation of 
the integrand in the smallest 
volume 

• Then, proceed to the next 
volume and repeat until there 
are no more singularities to 
remove.  
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Nested subtractions
• Order the singular regions by their 

“volume” 

• Subtract an approximation of the 
integrand in the smallest volume 

• Then, proceed to the next volume 
and repeat until there are no more 
singularities to remove.   

• Method should work at all orders in 
perturbation theory.  

• This structure gives rise to 
factorisation into Jet, Soft and Hard 
functions for scattering amplitudes. 
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An one-loop example

• One-loop massless box has 
both soft and collinear 
singularities


• A soft singularity occurs in a 
single point in momentum 
space (smallest volume). 
Needs to be subtracted first. 


• A collinear singularity occurs 
in an one-dimensional space 
(larger volume). Needs to be 
subtracted after the soft. 
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Figure 2. The one-loop box

with k4 ⌘ k0 in this notation. The external momenta are taken all incoming, and

satisfy

p
2
i

= 0, p
2
12 ⌘ (p1 + p2)

2 = s, p
2
23 ⌘ (p2 + p3)

2 = t,

p1234 ⌘ p1 + p2 + p3 + p4 = 0, (2.10)

with s, t two independent Mandelstam variables. In the following, we will often use

the shorthand notation Xijk... = Xi + Xj + Xk + . . ..

The integral of Eq. 2.8 has infrared divergences, which fall into the classes of

leading regions identified in the previous section. These leading regions are con-

ventionally represented by “reduced diagrams”, in which lines that are o↵-shell at

the pinch surface are contracted to points. The eight leading pinch surfaces of the

one-loop box fall into two categories, illustrated by the examples of Fig. 3a and b.

First, the box is divergent in the four soft limits ki ⇠ � ! 0, for which the

leading regions are four disjoint points in loop momentum space, illustrated by Fig.

3a. In terms of the power counting of Eq. (2.4) these regions all have LS = 1,

NS = 1, NC = 2, corresponding to logarithmic divergence. Near the point k2 = 0,

for example, we have (Eq. (2.1)), k
µ

2 ⇠ � ! 0, and the denominators scale as

A2 = k
2
2 ⇠ O(�2),

A1 = (k2 � p1)
2

⇠ �2k2 · p1 ⇠ O(�) ,

A3 = (k2 + p2)
2

⇠ 2k2 · p2 ⇠ O(�) ,

A4 = (k2 + p23)
2

⇠ t + O(�) . (2.11)

We confirm that the integrand tends to

d
d
k2

A1A2A3A4
!

d
d
k2

(�2k2 · p1)k2
2(2k2 · p2)t

⇠ O(�d�4). (2.12)
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Figure 3. Reduced diagrams for representative pinch surfaces of the one-loop box: (a)

soft limit k2 ! 0, (b) Collinear surface k1 ! �x1p1.

which is of course consistent with Eq. (2.4).

The integral of Eq. (2.8) is also divergent in the four collinear limits

ki ! �xipi , (2.13)

for i = 1 . . . 4 (note the directions of the arrows in Fig. 2.) For example, when k1, k2

become collinear to p1, illustrated by Fig. 3b, and using the notation of Eq. (2.2),

the loop momentum components in

k1 = x1p1+�1⌘1+k1?, x1 ⌘
2k1 · ⌘1

2p1 · ⌘1
, �1 ⌘

2k1 · p1

2p1 · ⌘1
, ⌘

2
i

= 0, ⌘i·pi 6= 0, (2.14)

scale as in Eq. (2.2),

x1 ⇠ O(1), �1 ⇠ O(�), k1? ⇠ O(
p

�) . (2.15)

In this region,
d

d
k2

A1A2A3A4
!

d
d
k2

A1A2stx1(1 � x1)
⇠ O(�

d
2�2). (2.16)

Again, the power counting of Eq. (2.4) indicates logarithmic divergence in four di-

mensions.

For comparison below, we give here the dimensionally-regulated expression for

the one-loop box in d = 4 � 2✏ dimensions,

Box (s, t, ✏) =
1

st

⇢
2c�

✏2

⇥
(�s)�✏ + (�t)�✏

⇤
� ⇡

2
� ln2

✓
t

s

◆�
+ O(✏), (2.17)
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ventionally represented by “reduced diagrams”, in which lines that are o↵-shell at

the pinch surface are contracted to points. The eight leading pinch surfaces of the

one-loop box fall into two categories, illustrated by the examples of Fig. 3a and b.

First, the box is divergent in the four soft limits ki ⇠ � ! 0, for which the

leading regions are four disjoint points in loop momentum space, illustrated by Fig.

3a. In terms of the power counting of Eq. (2.4) these regions all have LS = 1,

NS = 1, NC = 2, corresponding to logarithmic divergence. Near the point k2 = 0,
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where Ifinite(✏) has a finite ✏ ! 0 limit.

The essential result of perturbative ultraviolet renormalization is that sums of

products of multiple, nested subtractions produce finite Green functions. It is not

necessary to make sequential subtractions involving overlapping regions. A similar

structure has been developed in infrared subtraction formalisms, starting as early as

Ref. [41]. Following the notation of that paper, we can represent the result as

fapprox(ki) =
X

N

Y

a2N

(� ta) f(ki) , (2.7)

where each product is over a non-empty, ordered set N of approximation operators ta

associated with pinch surfaces a, which act to the right. In Refs. [31] and [32], it was

shown that sums of nested subtractions, starting from the smallest, most singular

regions, can be used to separate infrared singularities from short-distance structure.

We shall not review the details of these arguments, but only observe that the pattern

starts by making subtractions that match the behavior of the integrand in the most

singular regions of momentum space, of the smallest volume, in which the largest

numbers of lines approach the light cone (or more generally, the mass shell). The

nested operations then act systematically on the resulting terms to remove remaining

divergences, by proceeding to subtract the next largest volume, then the next, and

so on. This is possible because, as noted above, for fixed-angle scattering the pinch

surfaces of the integrals after the action of the approximation operators are subsets

of those of the original diagram.

For proofs of factorization in gauge theories, the approximations are tailored

to match leading behavior, and often at the same time to provide expressions to

which the Ward identities of the theory may be applied. Generally, this results

in the introduction of new ultraviolet divergences in subtractions, a feature that

serves as a basis of resummation [42]. In our examples below, however, we set

these considerations aside, and take a pragmatic approach to the identification of

subtractions. In particular, at this stage we design subtractions to avoid induced

ultraviolet divergences. Here a method introduced at one loop in Ref. [43] will turn

out to be useful. This will already be apparent in our first example, the one-loop

box diagram, to which we turn as a warm-up exercise in the following subsection.

2.2 Subtraction for the one-loop box

As a pedagogical example, we will apply the method of nested subtractions to the

massless one-loop scalar box integral, shown in Fig. 2. We write the integral as

Box ⌘

Z
d

d
k1

i⇡
d
2

1

A1A2A3A4
, (2.8)

where the propagator denominators are Aj ⌘ k
2
j

+ i0, j = 1 . . . 4, and where the

internal momenta are related by

kj+1 = kj + pj , (2.9)
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in the soft limits. 
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Figure 3. Reduced diagrams for representative pinch surfaces of the one-loop box: (a)

soft limit k2 ! 0, (b) Collinear surface k1 ! �x1p1.

which is of course consistent with Eq. (2.4).

The integral of Eq. (2.8) is also divergent in the four collinear limits

ki ! �xipi , (2.13)

for i = 1 . . . 4 (note the directions of the arrows in Fig. 2.) For example, when k1, k2

become collinear to p1, illustrated by Fig. 3b, and using the notation of Eq. (2.2),

the loop momentum components in

k1 = x1p1+�1⌘1+k1?, x1 ⌘
2k1 · ⌘1

2p1 · ⌘1
, �1 ⌘

2k1 · p1

2p1 · ⌘1
, ⌘

2
i

= 0, ⌘i·pi 6= 0, (2.14)

scale as in Eq. (2.2),

x1 ⇠ O(1), �1 ⇠ O(�), k1? ⇠ O(
p

�) . (2.15)

In this region,
d

d
k2

A1A2A3A4
!

d
d
k2

A1A2stx1(1 � x1)
⇠ O(�

d
2�2). (2.16)

Again, the power counting of Eq. (2.4) indicates logarithmic divergence in four di-

mensions.

For comparison below, we give here the dimensionally-regulated expression for

the one-loop box in d = 4 � 2✏ dimensions,

Box (s, t, ✏) =
1

st

⇢
2c�

✏2

⇥
(�s)�✏ + (�t)�✏

⇤
� ⇡

2
� ln2

✓
t

s

◆�
+ O(✏), (2.17)
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where

c� ⌘
�2(1 � ✏)�(1 + ✏)

�(1 � 2✏)
. (2.18)

We note the familiar double and single poles in ✏. Our aim in this preliminary

discussion is to see in practice how these poles are reproduced systematically in a

subtraction formalism for this simple case.

The method of nested subtractions introduces counterterms to the integrand de-

signed to remove the four soft and four collinear divergences of the one-loop scalar

box. The method removes first singularities from the smallest regions of the in-

tegration domain, and proceeds successively to remove the singularities in larger

volumes. The regions of the soft singularities are clearly the smallest, since they

correspond to points in the integration domain (ki = 0, i = 1 . . . 4) and so they will

be removed first. In a soft limit, three of the propagators of the one-loop box are

on-shell and one propagator is hard. The collinear singularities extend to larger re-

gions ki = �xipi, 0 < xi  1 and, in the method of nested subtractions, they ought

to be removed next. In the collinear limits, two propagators are on-shell and two are

hard. We note as well that each soft region is an end-point of two collinear regions.

We remove the divergence of the integral in the k2 ! 0 limit by subtracting a

function that approximates the singular behavior of the integrand in that limit. We

will sometimes refer to this subtraction as a counterterm. We may think of any such

counterterm as the result of one approximation operator in a product of subtractions,

as illustrated in Eq. (2.7). Each particular approximating operation acts to produce

a new integral, which approaches a singular expression like Eq. (2.12) as � ! 0. For

some purposes, in particular in proofs of factorization, a choice in which we keep

only the terms with leading behavior as � ! 0 is most convenient. To be specific,

let us label the subtraction operator for the k2 ! 0 as tS2 . This operator acts as

tS2 : A1 ! �2p1 · k2 ,

tS2 : A2 ! A2 ,

tS2 : A3 ! 2p2 · k2 ,

tS2 : A4 ! t . (2.19)

Here, A2, in which every term behaves as �
2, is kept inact, while only the order �

terms are kept in A1 and A3, while the order �
0 term is kept in A4, all in the k

µ

2 ⇠ �

limit, µ = 0 . . . 3. However, in principle, we are allowed to choose subleading terms

in the � expansion di↵erently, and for this discussion we will find another choice

convenient, in which the only approximation is to neglect k2 on the o↵-shell line,

tS2 : Ai ! Ai , i = 1, 2, 3 ,

tS2 : A4 ! t . (2.20)
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Clearly, this choice improves the ultraviolet behavior of the resulting expression,

by keeping k
2
2 terms in three of the denominators [41]. It also results in a better

approximation in the collinear regions, as we shall see below.

In a hopefully clear notation, we label the combination of the original diagram

and the particular counterterm defined by Eq. (2.20) as BoxR1 (where R1 simply

denotes the remainder after the first subtraction). Exhibiting the counterterm ex-

plicitly, we have

BoxR1 = (1 � tS2) Box ⌘

Z
d

d
k1

i⇡
d
2

1

A1A2A3A4
�

1

t

Z
d

d
k1

i⇡
d
2

1

A1A2A3

=

Z
d

d
k1

i⇡
d
2

1 �
A4
t

A1A2A3A4
. (2.21)

This subtraction is certainly one of the possible choices that guarantees that the

integral is free of the soft singularity as k2 ! 0. The counterterm in Eq. (2.21) is

chosen according to the prescription of Ref. [41], in which the denominators of eikonal

propagators are not linearized. The advantages of the prescription of Ref. [41] are,

first, that soft counterterms do not introduce spurious UV divergences and second,

that they can be integrated analytically with standard methods.

The integrand of Eq (2.21) is still divergent in other regions of the integration

domain as, for example, in the remaining k
µ

i
⇠ � ! 0, i = 1, 3, 4 soft limits. We

subtract these additional soft singularities sequentially, in the same manner as above.

This process is particularly simple because each of the three remaining soft limits

requires the denominator A4 to vanish for a divergent contribution in four dimensions.

Indeed, none of the soft subtraction terms have further soft singularities, and all

remaining soft divergences are in the first term in Eq. (2.21).

The resulting integral, subtracted for each of its four soft singularities thus has

four separate subtractions, and takes the form,

BoxR ⌘

 
1 �

4X

i=1

tSi

!
Box =

Z
d

d
k1

i⇡
d
2

NBox

A1A2A3A4
, (2.22)

with

NBox = 1 �
A24

t
�

A13

s
. (2.23)

It is easy to verify that this integral is not singular at any of the k
µ

i
! 0 soft limits.

The subtraction in (2.21) associated with the k2 = 0 singularity, for example,

is simply 1/t times a scalar triangle. When regulated dimensionally, the explicit

expression for the subtraction is easily integrated, and the four subtraction terms

give

tS2 Box(s, t, ✏) = tS4 Box(s, t, ✏) =
c�

st✏2
(�s)�✏

tS1 Box(s, t, ✏) = tS3 Box(s, t, ✏) =
c�

st✏2
(�t)�✏

. (2.24)
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An one-loop example
• The subtracted integral is now 

finite in all soft limits. 


• Observation: The “soft” 
counterterms are easier to 
compute than the original 
integral (triangle integrals)


• The subtracted integral does 
not have quadratic poles in 
epsilon. 


• In fact, it does not have single 
poles in epsilon either….

soft 
subtraction
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µ
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! 0 soft limits.

The subtraction in (2.21) associated with the k2 = 0 singularity, for example,

is simply 1/t times a scalar triangle. When regulated dimensionally, the explicit

expression for the subtraction is easily integrated, and the four subtraction terms

give

tS2 Box(s, t, ✏) = tS4 Box(s, t, ✏) =
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The integration can be performed by standard methods, yielding the finite result:

BoxR = �
1

st


⇡

2 + ln2

✓
t

s

◆�
. (2.32)

This is indeed the correct contribution to the finite part of the integral, as is found

by comparing Eqs. (2.17) and (2.24).

In summary, for our introductory one-loop example, the method of nested sub-

tractions employed here yields the same separation of finite and divergent terms as

the method of Ref. [41]. In the following, we will demonstrate that nested subtrac-

tions also allow us to treat infrared divergences in non-trivial, two-loop examples.

3 Application to two-loop scalar integrals

As noted above, it has been shown [29, 30] that we can remove the infrared sin-

gularities of multi-loop integrals for hard scattering processes with suitable nested

subtractions, which we have described in the previous section. However, beyond

one-loop in multi-leg amplitudes, we are not aware of a practical construction that

realizes this potential in the literature. In this Section, we apply for the first time

our method of nested subtractions at two loops.

We will focus on two-loop integrals with four external legs which, for light-like

external momenta, already have a complicated singular structure. Explicitly, we

will test that we can render integrable in d = 4 dimensions the “diagonal-box”,

the “bubble-box”, the “planar double-box” and the “crossed double-box”. These

integrals represent Feynman diagrams for the scattering of massless scalar particles.

In addition, they are the most complicated master integrals which appear in all 2 ! 2

scattering processes in massless QCD. We believe that the set of integrals that we

examine here serves two purposes: giving a pedagogical introduction to our technique

at two loops, and testing it thoroughly in non-trivial applications. In particular, the

planar and crossed double-box integrals have poles in the dimensional regulator of

the maximum power, 1/✏4, as they possess all the infrared singularities that are

anticipated at two loops. Largely due to their complicated singular structure, the

analytic evaluation of the planar and crossed double-box integrals was not amenable

to traditional techniques, and was only achieved for the first time when Smirnov [49]

and Tausk [50] developed powerful Mellin-Barnes methods.

In this Section, we will show that the analytic structure of the 1/✏ poles of our

two-loop examples can be derived in a simple way, by integrating less complicated

counterterm integrals. In addition, our counterterm subtractions will render the

remainders of the integrands free of any local singularities, and therefore amenable

to direct integration methods in exactly D = 4 dimensions.

We begin our discussion with two relatively simple cases, the “diagonal” and

“bubble” boxes. In these cases, no more than two nested subtractions are necessary,
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An one-loop example
• Let’s consider a collinear limit


• Observation: The “soft” counterterms are 
easier to compute than the original 
integral (triangle integrals)


• The collinear limit approximation is 
potentially UV divergent. 


• We introduce a UV counterterm to the 
Collinear counterterm as well (Nagy, 
Soper). 


• In this example, the numerator of the 
collinear counterterm vanishes.


• ..which explains why our soft-
subtractions sufficed to yield a finite 
result. 

In Eq. (2.22), these terms reproduce and cancel all double and single poles in the

one-loop box, as given in Eq. (2.17). Evidently, the soft subtractions defined as above

reproduce all the collinear as well as the soft singularities for the particular case of

the scalar box.

Turning our attention to the collinear singular limits, as for example in Eq.

(2.14), we easily confirm that no further subtractions are necessary. The straight-

forward application of our method, however, would remove a remaining collinear

singularity term by term, by adding an additional subtraction, determined by the

collinear behavior of the soft-subtracted integral (2.22). As noted above, there is

some freedom in choosing the subtraction, or counterterm, as long as it matches the

singular behavior of the sum of terms in Eq. (2.22), and produces no new leading

pinch surface.

Consider the limit in which the loop momentum becomes collinear to external

momentum p1. For this example, we illustrate one the forms of collinear counterterms

that we shall use below. The subtraction acts by keeping the leading finite (�0) term

in the (two) denominators that are o↵-shell in this collinear region (A3 and A4), and

the full momentum dependence of the on-shell, collinear denominators (A1 and A2),

along with the leading behavior of each term in the numerator NBox, Eq. (2.22),

that defines the sum of soft subtractions, evaluated at the pinch surface, k1 = xp1,

0 < x < 1. Representing the action of the p1-collinear approximation by tC1 , we

have, in particular,

tC1 A1 = A1 ,

tC1 A2 = A2 ,

tC1 A3 = (1 � x)s ,

tC1 A4 = xt . (2.25)

When acting on each of the terms of NBox, however, the resulting integral, which has

only two full denominators, is ultraviolet divergent. Here, we shall avoid introducing

such induced divergences by adopting a slight variant of the collinear subtraction in-

troduced in Ref. [41]. To be specific, we can introduce an extra factor that approaches

unity at the relevant pinch surface, but which regulates ultraviolet behavior.

tC1 Box ⌘

Z
d

d
k1

i⇡
d
2

✓
1

A1
�

1

A1 � µ2

◆
1

A2


1

stx1(1 � x1)

�

=

Z
d

d
k1

i⇡
d
2

"
µ

2

µ2�A1

A1A2stx1(1 � x1)

#
. (2.26)

In the nested approach, we apply the same collinear subtractions to the soft subtrac-
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tion terms.1 Treating the remaining collinear regions in the same fashion, the full

subtraction is

(1 �

4X

i=1

tCO i) BoxR0 ⌘

Z
d

d
k1

i⇡
d
2

"
NBox

A1A2A3A4
�

µ
2

µ2�A1
NBox

��
k1=�x1p1

A1A2stx1(1 � x1)

#
. (2.27)

We expect, of course, that since the soft subtractions already cancel all singularities,

any term-by-term collinear singularities must likewise cancel among themselves. This

is indeed the case, because non-zero terms in NBox cancel in the collinear limit for p1

(where A1 = A2 = 0),

NBox|k1=�x1p1
=


1 �

A13

s
�

A24

t

� ��
k1=�x1p1

= 1 � (1 � x1) � x1

= 0 . (2.28)

A similar cancellation holds for the remaining three collinear limits. Thus, for the

particular case of the one-loop box, we need no further subtractions for collinear

singularities, once we have introduced counterterms for the soft singular limits as in

Eq. (2.22).

We have thus constructed an integral, Eq. (2.22) that is free of all soft and

collinear singularities. At this stage, we can set the dimension to d = 4 exactly and

perform the loop integral numerically. It is important to note that the integral of

Eq. (2.22) has further non-pinched singularities. Examples are configurations that

involve elastic scattering, if, for example, external particles with momenta p1 and p2

exchange a non-zero spacelike momentum on line k2 to scatter into an intermediate

state with k
2
1 = k

2
3 = 0. Such singularities, however, can be avoided by appropriate

contour deformation techniques, as suggested for example in Refs. [42–48].

Although in general we would expect to evaluate the remainder with nunerical

methods, as an illustration in the one-loop case of Eq. (2.22), we can introduce Feyn-

man parameters, “complete the square” in the loop-momentum and drop numerator

terms in odd powers of the loop-momentum, which integrate trivially to zero. We

find,

BoxR = �2
s + t

st
�(4)

Z
d

4
k

i⇡2
dx1dx2dx3dx4�(1 � x1234)

k
2
� �

[k2 + � + i0]4
(2.29)

where

� = x1x3s + x2x4t. (2.30)

We integrate out the loop-momentum, resulting in

BoxR = �2
s + t

st

Z
dx1dx2dx3dx4�(1 � x1234)

1

� + i0
. (2.31)

1Compared to Ref. [41], we do not symmetrize in the two collinear denominators for each region.
This is a convention, and will not a↵ect the nature of the results below.
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singularities, once we have introduced counterterms for the soft singular limits as in
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We have thus constructed an integral, Eq. (2.22) that is free of all soft and

collinear singularities. At this stage, we can set the dimension to d = 4 exactly and
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exchange a non-zero spacelike momentum on line k2 to scatter into an intermediate
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contour deformation techniques, as suggested for example in Refs. [42–48].

Although in general we would expect to evaluate the remainder with nunerical

methods, as an illustration in the one-loop case of Eq. (2.22), we can introduce Feyn-
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find,
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In Eq. (2.22), these terms reproduce and cancel all double and single poles in the

one-loop box, as given in Eq. (2.17). Evidently, the soft subtractions defined as above

reproduce all the collinear as well as the soft singularities for the particular case of

the scalar box.

Turning our attention to the collinear singular limits, as for example in Eq.

(2.14), we easily confirm that no further subtractions are necessary. The straight-

forward application of our method, however, would remove a remaining collinear

singularity term by term, by adding an additional subtraction, determined by the

collinear behavior of the soft-subtracted integral (2.22). As noted above, there is

some freedom in choosing the subtraction, or counterterm, as long as it matches the

singular behavior of the sum of terms in Eq. (2.22), and produces no new leading

pinch surface.

Consider the limit in which the loop momentum becomes collinear to external

momentum p1. For this example, we illustrate one the forms of collinear counterterms

that we shall use below. The subtraction acts by keeping the leading finite (�0) term

in the (two) denominators that are o↵-shell in this collinear region (A3 and A4), and

the full momentum dependence of the on-shell, collinear denominators (A1 and A2),

along with the leading behavior of each term in the numerator NBox, Eq. (2.22),

that defines the sum of soft subtractions, evaluated at the pinch surface, k1 = xp1,

0 < x < 1. Representing the action of the p1-collinear approximation by tC1 , we

have, in particular,

tC1 A1 = A1 ,

tC1 A2 = A2 ,

tC1 A3 = (1 � x)s ,

tC1 A4 = xt . (2.25)

When acting on each of the terms of NBox, however, the resulting integral, which has

only two full denominators, is ultraviolet divergent. Here, we shall avoid introducing

such induced divergences by adopting a slight variant of the collinear subtraction in-

troduced in Ref. [41]. To be specific, we can introduce an extra factor that approaches

unity at the relevant pinch surface, but which regulates ultraviolet behavior.

tC1 Box ⌘

Z
d

d
k1

i⇡
d
2

✓
1

A1
�

1

A1 � µ2

◆
1

A2


1

stx1(1 � x1)

�

=

Z
d

d
k1

i⇡
d
2

"
µ

2

µ2�A1

A1A2stx1(1 � x1)

#
. (2.26)

In the nested approach, we apply the same collinear subtractions to the soft subtrac-
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Does the method work at two-loops? 

A complicated web of interconnected divergences….
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Nested subtractions at 2-
loops

• Order of subtractions:  
- double-soft 
- soft-collinear  
- double-collinear 
- single-soft 
- single-collinear 

• Approximations in singular regions 
do not need to be strict limits!  

• Good approximations should not 
introduce ultraviolet divergences 

• Good approximations should be 
easy to integrate exactly.  

14

of Eq. (21), namely that the divergences from PS ⇢ are equal for �(n) and t⇢�(n),

�(n)
��
div n̂[⇢]

� t⇢�
(n)

��
divn̂[⇢]

=
Y

I

Z
d⌧ (I)

Z
dD�1z(I)

Z
d⌘(I)

Z
dD�1y(I) ⇥(n̂[⇢])

⇥
h
S(⇢)

{µI}(z
(I)) J (⇢)µI⌫I

I
(z(I), y(I)) H(⇢)

{⌫I}(y
(I))

� S(⇢)

{µI}(⌧
(I)) �µI

I
�̄I,µ

0
I

J
(⇢)µ

0
I⌫

0
I

I
(z(I), ⌘(I)) �̄I,⌫

0
I
�⌫I

I
H(⇢)

{⌫I}(y
(I))

i ���
div n̂[⇢]

= 0 , (28)

where ⇥(n̂[⇢]) restricts the integration to the reduced neighborhood n̂[⇢] [Eq. (25)]. This integral over the reduced

neighborhood converges because of the accuracy of the soft-collinear and hard-collinear approximations in the entire

reduced neighborhood n̂[⇢]. The PSs internal to the original neighborhoods n[⇢] have been removed by construction.

Equation (28) is the main result we will use for applications in the following sections, treating the neighborhood of

each PS separately. As a more general result, however, we will show that all divergent contributions to amplitudes

can be written without restriction to specific regions, in terms of a construction based on nested subtractions [7],

which we now discuss.

D. Nested subtractions

The quantities t⇢� [Eq. (20)] can also be thought of as counterterms for ultraviolet divergences associated with the

limits x2

I
! 0 in the partonic matrix elements [Eq. (2)] and with multieikonal amplitudes [Eq. (4)]. We will denote an

arbitrary n-loop diagram that is one-particle irreducible in the xI channel as �(n). Following the momentum-space

procedure of Ref. [7], we define a regulated version of �(n) by

R(n) �(n) = �(n) +
X

N2N [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) , (29)

where N [�] is the set of all nonempty nestings for diagram �. We will refer to R(n) as the subtraction operator at

nth order. We may then write for the full nth-order xI -irreducible partonic amplitude (5), Ḡ(n) =
P

�(n),

Ḡ(n) =
X

�(n)

2

4�
X

N2N [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) + R(n) �(n)

3

5 . (30)

The products in Eqs. (29) and (30) are ordered with the larger PSs to the right of smaller PSs. Thus, the first

approximation operators t⇢ to act on �(n) involve the fewest points on the light cones or at short distances. As in Eq.

(20), the approximation operators act on the diagram over the full integration region, and are not restricted to the

neighborhood of the corresponding pinch surface.

Among the approximation operators that appear in R(n)�(n), we may identify the smallest, ⇢� , for which all vertices

approach the origin, that is, for which H(��) = �(n). Now because ⇢� is the smallest PS, it nests with every other

pinch surface. Its approximation operator, which we denote by tuv for any diagram, always appears to the left of

every other operator in Eq. (30). Operator tuv acts only on the external propagators that attach to �(n). We can

thus separate it in the sum over nestings, and we find

Ḡ(n) =
X

�(n)

8
<

:tuv�(n) + (1 � tuv)

2

4�
X

N2NP [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) + R(n)

P
�(n)

3

5

9
=

; , (31)
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⇢20

FIG. 1. Displayed are the conventions for assigning propagators in a two-loop diagram.

of so-called adapted coordinates: the inverse propagator variables ⇢li, and the auxiliary

variables ↵li and µi
l. The variables µi

l are dependent and fixed by (II.15). The vectors ni

form an orthogonal basis transverse to the scattering plane, i.e ni
·pj = 0. Labels in B✏ refer

to directions beyond four-dimensions and labels in Bct denote transverse directions within

four dimensions. For each strand l of the diagram we use a distinct basis of the scattering

plane, spanned by the vectors vil ,

vil = (Gl)
ijpj , with i, j 2 Bp

l [Bt
l , (II.16)

where (Gl)ij is the inverse of the Gram matrix,

(Gl)ij = pi · pj with i, j 2 Bp
l [Bt

l . (II.17)

The index set Bp
l labels the external momenta which leave the strand l. These momenta

are completed with other independent external momenta pi, with i 2 Bt
l , so as to span the

whole scattering plane. This parameterization follows the conventions of ref. [25], with the

caveat that the vectors spanning Bct are no longer normalized.

The inverse coordinate transformation is often useful and is given by

↵li = pi · `l , i 2 Bt
l , (II.18)

↵li = ni
· `l , i 2 Bct , (II.19)

⇢li = (`l � qli)
2 (II.20)

The on-shell variety is then defined by setting the propagator variables ⇢li to zero. In

D-dimensions the variables ↵li form an independent complete set of coordinates on the
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Example: two-loop 
cross-box
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Figure 9. The two-loop cross-box

For convenience below, and as for the planar box, we introduce the integral with an

arbitrary numerator N , and define

Xbox [N ] ⌘

Z
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d
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d
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N(k2, k5)

A1A2A3A4A5A6A7
, (3.72)

with Ai = k
2
i
+ i0. The internal momenta can be chosen as:

k1 = k, k2 = k + p1, k3 = k + p12, k4 = �l � p12,

k5 = �l + p4, k6 = k � l, k7 = k � l + p4. (3.73)

We are interested in removing the infrared singularities of Xbox[1], which was com-

puted analytically for the first time in Ref. [50]. We follow the same procedure as for

the planar double-box and previous examples. Namely, we remove the singularities

iteratively, following the order: double-soft, soft-collinear, two-collinear pairs/two-

loop-collinear, single-soft and single-collinear.

Of the sixteen distinguishable double-soft regions of the crossed box, two have

the property that three lines are forced to zero momentum. In the spirit of our

discussion for the planar box, we can label these zero-dimensional pinch surfaces by

any two of the three lines that are coupled at a three-point vertex and have vanishing

momentum. We will call them S1S7 and S3S6, where we understand that these two

configurations imply as well that S5 and S4 carry vanishing momentum, respectively.

The region S1S7 is illustrated in Fig. 10a.

At configurations of the cross-box like this, we encounter an additional com-

plication, due to the presence of power-like (rather than logarithmic) double-soft
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In either of the above limits, A2 ⇠ � and only one of A1 or A3 tend to the Mandelstam
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is free of all singularities associated with two independent loop momenta pinched in
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free of all soft-collinear singularities, as confirmed by explicit integration.

We therefore proceed with the subtraction of two-collinear pairs/two-loop-collinear
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Figure 9. The two-loop cross-box

For convenience below, and as for the planar box, we introduce the integral with an

arbitrary numerator N , and define

Xbox [N ] ⌘

Z
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k5

i⇡
d
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N(k2, k5)

A1A2A3A4A5A6A7
, (3.72)

with Ai = k
2
i
+ i0. The internal momenta can be chosen as:

k1 = k, k2 = k + p1, k3 = k + p12, k4 = �l � p12,

k5 = �l + p4, k6 = k � l, k7 = k � l + p4. (3.73)

We are interested in removing the infrared singularities of Xbox[1], which was com-

puted analytically for the first time in Ref. [50]. We follow the same procedure as for

the planar double-box and previous examples. Namely, we remove the singularities

iteratively, following the order: double-soft, soft-collinear, two-collinear pairs/two-

loop-collinear, single-soft and single-collinear.

Of the sixteen distinguishable double-soft regions of the crossed box, two have

the property that three lines are forced to zero momentum. In the spirit of our

discussion for the planar box, we can label these zero-dimensional pinch surfaces by

any two of the three lines that are coupled at a three-point vertex and have vanishing

momentum. We will call them S1S7 and S3S6, where we understand that these two

configurations imply as well that S5 and S4 carry vanishing momentum, respectively.

The region S1S7 is illustrated in Fig. 10a.

At configurations of the cross-box like this, we encounter an additional com-

plication, due to the presence of power-like (rather than logarithmic) double-soft
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In the above, Bi = Ai � µ
2. Upon direct analytic integration, using the integration

techniques described in the previous section for the counterterms, and the analytic

result of [50] for the crossed double-box integral, we verify that
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The integration of the counterterms was performed using the same techniques as

in the case of the planar double-box. A notable di↵erence occurred in the integra-

tion of the collinear counterterms. In the case of the crossed double-box, integrals
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The integration of the counterterms was performed using the same techniques as

in the case of the planar double-box. A notable di↵erence occurred in the integra-

tion of the collinear counterterms. In the case of the crossed double-box, integrals
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In the above, Bi = Ai � µ
2. Upon direct analytic integration, using the integration

techniques described in the previous section for the counterterms, and the analytic

result of [50] for the crossed double-box integral, we verify that
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Complexity of counterterms at 
two-loops
1 Introduction

Introduction stu↵...

2 Method for subtracting the infrared divergences at two-

loops

3 Examples

4 Two-loop examples

4.1 Substraction for the two-loop double-box

1 Two-loop planar box

p

p

p

p

1

2 3

4

k

k

k

kk

k

k 1

2

3 4

5

6

7

Figure 1. The two-loop planar box

The two-loop box is defined as:

Pbox ⌘
Z

ddk2

i⇡
d
2

ddk5

i⇡
d
2

P , P =
7Y

i=1

1

k2
i

(1.1)

where the momenta of the propagators are depicted in Fig. 1.

1

Figure 1. The two-loop double-box

We find that the following integrand is free of all the above singularities,

FPbox =
F (2)

Pbox

P1P2P3P4P5P6P7
+ F (1s)

Pbox + F (1c)
Pbox, (4.1)

where

F (2)
Pbox = 1 � P257

t
� P1346

s
+

P1P6 + P3P4

s2
+

P13P5 + P46P2

st

+
s + t

s2t
(P1P4 + P3P6) (4.2)

(in the above, Pi ⌘ k2
i and Pijk... = Pi + Pj + Pk + . . .)

F (1s)
Pbox = � 1

P1P2P3

"
F (2)

Pbox

P4P5P6P7

#

k2=0

� 1

P4P5P6

"
F (2)

Pbox

P1P2P3P7

#

k5=0

(4.3)
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Double-soft counterterms are integrals with  
at most six massless propagators  

(all known). 

In double-soft approximations:

(a) (b) (c)

Figure 8. Representative reduced diagrams for double-soft pinches. In (a) and (b), the

denominator of single line is fixed at t and s, respectively, while in (c) two lines are o↵-shell

by s.

associated with a momentum factor, but it has power counting zero for �
3 in four

dimensions, and so must be included in the analysis of the planar double box.

We choose to subtract first for the former class, consisting of S2S5, S2S7, S5S7, S2S4,

S2S6, S5S1 and S5S3, all double-soft divergences. In these limits, as reflected in the

reduced diagrams of Fig. 8(a) and (b), only six of the seven propagators are on-shell

and one propagator is hard:

S2S5 : A7 ⇠ t, S2S7 : A5 ⇠ t, S5S7 : A2 ⇠ t,

S2S4 : A6 ⇠ s, S2S6 : A4 ⇠ s, S5S1 : A3 ⇠ s, S5S3 : A1 ⇠ s . (3.42)

The subtractions are defined to simply replace each o↵-shell momentum by the

appropriate invariant. For example, in the S2S5 subtraction, this is accomplished by

a factor A7/t. We label the planar box subtracted for each of these singularities as

Pbox[N1], with the numerator N in equation (3.40) given by

N1(l, k) = 1 �
A257

t
�

A1346

s
, (3.43)

where again A567 = A5 + A6 + A7 and so on. It is easy (and important) to check

that the subtraction term associated with a given SiSj is power-counting finite in

the regions around the other points SkSl in the list of Eq. (3.42). The planar box

Pbox[N1] is therefore free of all the above seven double-soft singularities. We have

not, however, yet dealt with the two singular points where five propagators are on

shell, and two lines are o↵ shell. We label these points as

S1S6 : A3, A4 ⇠ s ,

S3S4 : A1, A6 ⇠ s . (3.44)

The remaining e↵ect of these regions can be found by direct calculation. Indeed, the

subtraction terms in Pbox[N1] can be evaluated by standard methods, and combined
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Complexity of counterterms at 
two-loops

• Collinear counterterms for a Feynman 
diagrams or a Feynman integral require 
the convolution of a subgraph


• At two-loops, we have to integrate over 
one-loop infrared-subtracted subgraphs


• It can be done analytically, in principle…
it requires a good calculator of one-loop 
integrals and a good dictionary for the 
integration of polylogarithms


• it can also be done numerically, with little 
effort


• Collinear counterterms are much simpler 
(no convolutions) for physical amplitudes 
(exploiting QCD factorization)

p

− l=x p

(1−x) p

G(x)

Figure 5. A generic representation of a collinear configuration.

long as µ is finite, however, these poles produce no new pinches, because lines p2

and p4 are lightlike. The full diagonal box equals Dbox|fin plus the six counterterms

in (3.16). The integral Dbox|fin of Eq. (3.16) can now be evaluated numerically (at

least in principle) or analytically in exactly d=4 dimensions, since it is free of all

divergences.

In fact, for this case, evaluation in dimensional regularization is particularly

simple, because in dimensional regularization all mass-independent counterterms in-

clude scaleless integrals that vanish. In this way, of the nine terms in Eq. (3.16),

only the first, third, fifth and the final term with four massive denominators survive.

Of course, by using dimensional regularization we abandon the use of point-by-point

cancellation in Eq. (3.16). Nevertheless, it will enable us to confirm the finiteness of

the full subtracted form. These integrals will also come in handy in our discussion

of mass-dependent integrals in Sec. 4.

We thus proceed to evaluate both the finite part and the singular parts of the

original two-loop integral. The latter emerge from the integration of the countert-

erms, which we will perform in non-integer d = 4 � 2✏ dimensions. Not surprisingly,

the integrations for the counterterms are simpler than the integration of the original

integral.

The collinear counterterms that UV-regulate the diagonal box require integrals

of the generic form

IG(m, M) ⌘

Z
d

d
l

i⇡
d
2

G(x(l))

[l2 � m2] [(l + p)2 � M2]
, (3.17)

where p is an on-shell external momentum, l and l + p are the momenta of the

propagators attached to p and x(l) = �
l·⌘p

p·⌘p
is the fraction of p that is carried by

l. G(x(l)) is the internal subgraph that is attached to the propagators l, l + p, as

illustrated in Fig. 5.

The masses m, M in Eq. (3.17) take non-zero values only in the terms of Eq.

(3.16) that have been added to regulate the ultraviolet limit of the collinear countert-
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IG =
Γ(1 + ϵ)

ϵ (μ2)−ϵ ∫
1

0
dxG(x)

which do not have a representation in terms of Nielsen polylogarithms with a simple

argument Snp(y) emerge 2. However, we have observed that the linear combination

which is required in the collinear counterterm can be expressed in terms of Nielsen

polylogarithms in our simple basis Snp(y). Specifically, we find that

Z 1

0

dx

x


S12

✓
(x � y)(xy � 1)

y(x � 1)2

◆
� 2Li2

✓
(x � y)(xy � 1)

y(x � 1)2

◆
log(1 � x) � ⇣3

�

= �
1

24
log(y)4

� 2 Li2(y)2 +
13

45
⇡

4
� Li2(y) log(y)2 + 4 Li3(y) log(y)

�4 ⇣3 log(y) �
4

3
⇡

2 Li2(y) � 8 Li4(y) + 8 S22(y). (3.98)

4 Small mass expansions

In the previous section, we rendered finite integrals that were computed in dimen-

sional regularisation. Dimensional regularisation, however, is not an essential el-

ement; our method is in principle applicable to any infrared regulator. Infrared

divergences can also be regulated by a small mass parameter. With mass regularisa-

tion, the integration over the mass-divergent regions yields logarithms that become

infinite in the massless limit. The mass regulator can be artificial or physical. For

example, the physical mass of the bottom-quark in processes for the production of

Higgs bosons acts as a regulator for some of the infrared divergences. The loga-

rithmic dependence of the corresponding amplitudes is of a high phenomenological

interest. In this section, we will use the method of nested subtractions in order to

derive simply the asymptotic behavior of certain Feynman integrals in a small-mass

limit.

Consider a loop integral, represented schematically as

I[fm] =

Z
dki f(ki, m) , (4.1)

which depends on a small mass-parameter m, appearing in denominators of the

standard form, k
2
i
�m

2 + i0. If we take the zero-mass limit, the integral develops new

infrared divergences, which are not present for finite values of the mass. In general,

these appear as logarithmic corrections in the mass, which result from regions where

the values of denominators are actually larger than the mass: m
2

 k
2
i

 Q, with

Q some scale fixed by the invariants. For our discussion, all invariants are of the

same order. For fixed-angle scattering this is the case, and logarithmic integrals can

be identified by the simple power-counting rules described in Sec. 2. At the same

time, the integral can receive finite contributions from regions where for one or more

denominators k
2
i

= O(m2). We would like to find a systematic method to isolate

2We thank F. Dulat, F. Moriello and A. Schweitzer for providing useful confirmation of this
point.
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Subtractions for QCD 
amplitudes

• This is work in its infancy… 


• From first principles, we expect that nested subtractions can 
separate the short distance (finite part) of physical amplitudes from 
the long distance (singularities) part. 


• Significant simplifications occur in comps 


• Singularities are at most logarithmic


• Factorisation of all singular limits when physical sets of Feynman 
diagrams are combined together


• Hope Generic subtraction terms for all processes. 

with Rayan Haindl, George Sterman, Zhou Yang, Mao Zeng



Application to amplitudes
• Consider the process for the 

production of a heavy 
colourless final-state from the 
scattering of a massless quark-
antiquark pair. 


• This encompasses a large set 
of processes (multi Z,W, photon 
production and combinations)


• Easy to verify at one-loop that 
a simple set of local 
counterterms exists for all 
these processes. 



Application to amplitudes

• Per tree-diagram, there is one 
1-loop diagram with a soft 
singularity. 


• The soft limit is (up to trivial 
factors), an one-loop scalar 
integral times a tree-diagram. 



Application to amplitudes

• Per tree-diagram, there is one 
1-loop diagram with a soft 
singularity. 


• The soft limit is (up to trivial 
factors), an one-loop scalar 
integral times a tree-diagram. 



Application to amplitudes

• Many graphs yield collinear 
divergences. 


• Summing over all such 
graphs, cancellations take 
place (“Ward”-identity)


• The net-result is factorization 
of the amplitude in the 
collinear limit in terms of a 
splitting-functions and a tree-
diagram.



Applications to amplitudes
• The same mechanisms factorise the singular limits of two-loop amplitudes as well 


• We have derived the factorisation of the singular limits explicitly for the abelian part 
of two-loop amplitudes of colourless final-states. 


• All limits work in a straightforward manner…except the single collinear limit for lines 
with self-energy or vertex-corrections (collinear emissions from hard loops). 

 

Thyme
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g

m

et

Pi ki Pl K
Da 4

IET t x
t 14

kg

Figure 3. Vertex correction to incoming quark at two-loops.

with

N µ = �2k2
1


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✓
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1
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�
�µ 6k1
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(
2(1� ✏)� 3(2� ✏)

k2
1

k1 · p1
+ 5

(k2
1)
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(k1 · p1)2
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pµ1

#
(2.5)
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1 Graph type 1
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Figure 1. Self energy correction to incoming quark at two-loops.

The class of graphs in Fig. 1 can be written as

G =
�ie4

(4⇡)d
(2� d)

Z
ddk1ddk4⇣
i⇡

d
2

⌘2

N1

D1
, (1.1)

with

N1 = T µ(k1) 6k2 6k4 6k2 �µu(p1) (1.2)

and

D1 = k2
1

�
k2
2

�2
k2
3k

2
4, (1.3)

.
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Appendix A

summary of scalar two loop

counter-terms

We define the collinear variables as,

x1 = � ⌘1 · k
⌘1 · p1

, x2 =
⌘2 · k
⌘2 · p2

(A.1)

y1 = � ⌘1 · l
⌘1 · p1

, y2 =
⌘2 · l
⌘2 · p2

(A.2)

where ⌘1 and ⌘2 are fixed reference light-like vectors.
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where we define the finite part of one-loop diagrams as,

NLO(fin)(l) ⌘ NLO(l)�2ie2
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�ie
2 1

k

·NLO(fin)(l)� 2e4

2

64s(2x1p1 · l � s)

x1p1

l

p2 x1p1

+

sx1

x1

1

2

l � s

x1

x1p1

p2 + x1p1

l + s(2� x1)

x1p1

p2

l + s(2� y2)

x1p1

p2
l

�

x1

x1

1

l

� 1

x1

2

l

+
x1

x1

x1p1

l

+
1

x1

p2 + x1p1

l
#
· Tree

(A.11)

64

Very preliminary!!

FACTORIZATION OF TWO-LOOP AMPLITUDE IN ITS SINGULAR LIMITS



Numerical validation
q + q̄ → γ + γ
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Numerical validation



Numerical validation



Numerical integration
• Can such subtractions be used 

for evaluating loop amplitudes 
numerically? 


• They are an important ingredient! 
They remove “pinch” 
singularities.  


• Other singularities which can be 
avoided with appropriate 
contour-deformations are equally 
important. 


• A very challenging problem! Very 
encouraging progress by Z. 
Capatti, V. Hirschi, D. 
Kermanschah, A. Pelloni, B. Ruijl 
at ETH and other groups. 

Z 1

�1
dxI[x]

Double-box 
deformation

 integrand with large variance



One-loop direct momentum-
space integration

• Foundational work by Nagy 
and Soper 


• and by Becker and Weinzierl 


• Good results in computing 
challenging one-loop 
amplitudes. 


• Tough competition at one-loop 
with OPP/unitarity/semi-
analytic methods. 

Numerical evaluation of NLO multiparton processes C. Reuschle
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Figure 6: Comparison of the NLO corrections to the two-, three- and four-jet rate between the numerical
calculation and an analytic calculation. The error bars from the MC integration are shown and are almost
invisible.
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Figure 7: The results for the LO and NLO leading-
colour jet rate coefficients, for a jet parameter of ycut =
0.0006. Shown are the results for five, six and seven
jets.

Born
Insertion
Virtual

CPU time

n

CP
U
tim
e
[m
s]

765432

10

1

0.1

0.01

Figure 8: CPU time required for one evaluation of
the various contributions as a function of the number
n of jets. The times are taken on a single core of a
standard PC.

number of final state partons to which our method can be applied. The practical limitations arise
from the fact that the number of evaluations required to reach a certain accuracy increases with n.
This behaviour is already present at the Born level and not inherent to our method. The calculation
of the seven-jet rate takes about five days on a cluster with 200 cores.
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Loop-Tree Duality

• The energy component of the loop-momenta can be integrated out 
simply, using Cauchy’s theorem.  


• Leading to a nice mathematical structure at any loop order. 


• It appears to be advantageous numerically as well. 

Machine-learning for MC HEP simulations 11.01.2019ACAT

 Loop-Tree Duality (LTD)
Analytically integrate over the loop energies using Cauchy’s theorem.

[ Catani & al., arxiv:0804.3170 ]
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Numerical integration of one-,two- and 
three-loop off-shell planar box after LTD 
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Numerical implementation of Loop-Tree Duality beyond one loop

Formal derivation: @N-loops: Rodrigo & al. [1007.0194, 1211.5048]
Weinzierl & al. [1902.02135]
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Small mass expansions

A spin-off



Physical regulators
• The subtraction counterterms are local.  

• They can be invented with dimensional regularisation 
in mind, but they can also be adapted to other 
regularisation schemes for the IR divergences.   

• Small quark masses act as physical regulators.   

• In such case, the infrared counterterms integrate to 
yield the logarithmically enhanced  terms of the 
integral. 



Large logs from small 
masses easily determined. 

the collinear limits. This yields an integrand which is well behaved in the entire

integration domain:
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Z
d

d
k1

i⇡
d
2

⇢
1

A1A2A3A4


1 �

A1

s
�

A4

t

�

�
(1 �

M2

t )

st

1

A1A2

1

x1 + (1 � x1)
M2

t

�
(1 �

M2

s )

st

1

A3A4

1

x3 + (1 � x3)
M2

s

)
(5.16)

with

x1 = ±
2k1 · ⌘1

2p1 · ⌘1
, x3 = ±

2k3 · ⌘3

2p3 · ⌘3
. (5.17)

5.3 Two-loop massive diagonal box with two o↵-shell legs
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Figure 9. The two-loop diagonal box with two o↵-shell legs. Thick double lines denote

massive propagators.

As a final example of our technique for a small mass expansion, we consider

again the diagonal box integral with four massive propagators:

Dbox ⌘

Z
d

d
k2
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d
2

d
d
k5

i⇡
d
2

1

(A1 � m2) (A2 � m2) (A3 � m2) (A4 � m2) A5
, (5.18)

with

Ai = k
2
i + i0. (5.19)

The momenta ki of the propagators are depicted in Fig. 5. One can concretely choose

k1 = l + p1, k2 = l + p12, k3 = k + p123, k4 = k, k5 = k � l. (5.20)

– 21 –

The kinematics of the external momenta pi are:

4X
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34 = s, p

2
23 = p

2
14 = t, (5.21)

This is a master integral for the production of a one or two Higgs bosons at hadron

colliders. We can write,

Dbox =
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+ Dbox|fin + O(m2)

= Dbox|fin (µ = m) + O(m2) (5.22)

where Dbox|fin is given by Eq. 3.57. We have checked our result against numerical

evaluations in the Euclidean region of results in Ref. [14] for m1 = 0 which were

carried out in and the numerical asymptotic expansions obtained using the program

of Refs [15, 16].
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Large logs from small 
masses easily determined. 
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Therefore, integrands of the form of Eq. (3.21) can be expanded as a Taylor series in ✏,

whose coe�cients can be integrated either analytically or, alternatively, numerically.

Having discussed the integration of the divergent counterterms, we return to the

evaluation of the finite remainder of Eq. (3.16), which in this case can be performed

in exactly four dimensions. We envisage that finite remainders of two-loop integrals

after the application of nested subtractions are integrated numerically in momentum

space, after appropriate contour deformations away from non-pinched singularities

are applied. We emphasize again that the development of an e�cient numerical

method requires further study, a problem that we will not address here. A method

that achieves this purpose for generic multi-loop integrals has been presented in

Ref [46].

For the full finite part, including the original diagram, we have from the above,

Dbox|fin = �
�(1 + ✏)2
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Z 1
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�
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+ O(✏) , (3.28)

with A(x, y) given in Eq. (3.13). The first term in brackets on the right of the first

equality is the full diagram, the second term is the result of single-collinear subtrac-

tions, and the third term is from the double-collinear subtraction. This expression is

manifestly finite in D = 4 dimensions and can also be easily integrated analytically in

terms of logarithms and polylogarithms (see, for example, Appendix D of Ref. [52]).

The analytic result for the finite remainder of the diagonal-box integral reads

u Dbox|fin (µ) = 2Li4(v1) + 2Li4(v3) � 2Li4(vs) � 2Li4(vt)

�2Li3(v1)Lµ(m2
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3
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3
µ
(t) . (3.29)

The limit of m1, m2 ! 0 can be taken smoothly in Eq. (3.29). We have checked that

in that limit the above result, when combined with the integrated counterterms,

agrees with the analytical results of Refs. [53, 54] for m1 = m3 = 0. Finally, we

would like to comment that the terms proportional to log3(µ) in Eq. (3.29), log2(µ) in

Eq. (3.25) and log(µ) in Eq. (3.27) all cancel. This is in accordance with expectations,

since the strongest singularity is due to two-collinear pairs capable of producing at

most 1/✏2 poles and consequently at most log2(µ) terms in the finite part of the

integral.
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erms, in which case, m = M = µ. We can treat all these integrals in the same fashion,

by first introducing a subintegral that is di↵erential in the momentum fraction x,

Ic(x, m, M) ⌘

Z
d

d
l

i⇡
d
2

�

⇣
x + 2l·⌘

2p·⌘
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[l2 � m2] [(l + p)2 � M2]
, (3.18)

in terms of which,

IG(m, M) =

Z 1

�1
dx Ic[x, m, M ]G(x) . (3.19)

The integral of Eq. (3.18) at fixed x can be computed easily by using light-cone

integration variables and Cauchy’s theorem. It reads

Ic[x, m, M ] =
�(1 + ✏)

✏
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2 + (1 � x)M2
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Therefore, we find that

IG =
�(1 + ✏)

✏

Z 1

0

dx
⇥
xm

2 + (1 � x)M2
⇤�✏

G(x). (3.21)

Here, the explicit denominator reduces to a constant whenever the masses m and M

are equal (to µ in the case at hand).

For example, Eq. (3.21) allows us to evaluate the double-collinear counterterm,

for which G = [1/A5], for both the k1 and k4 integrals, which result in x1 ⌘ x and

x4 ⌘ y integrations, respectively. For this term, we find in this way,
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1
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, (3.22)

where A(x, y) is given by Eq. (3.13). The remaining integrals can then be done in a

straightforward manner analytically in terms of rank-two polylogarithmic functions.

We define the kinematic variables,

u = m
2
1 + m

2
3 � s � t, K = m

2
1m

2
3 � st ,

v1 =
um

2
1

K
, v3 =

um
2
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K
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K
, vt =

ut

K
, (3.23)

and the scale µ-dependent logarithmic function,

Lµ(z) ⌘ log

✓
�

z

µ2

◆
. (3.24)
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Concluding remarks
• Nested subtractions can separate at the integrand, the pinch-singularities of 

Feynman diagrams and Feynman amplitudes. 


• We aim to formulate a subtraction method for two-loop amplitudes of 
generic processes.


• This can be the basis for a purely numerical evaluation of two-loop 
amplitudes with an affordable computational cost. 


• Substantial amount of work is needed in achieving that…it requires an 
excellent understanding of both pinched and integrable singularities 
(contour deformations)


• Spin-off: Nested subtractions are potentially useful for small mass 
expansions of loop amplitudes (e.g. bottom/charm-quark loop-induced 
processes, very high energy collider processes).  


