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• Nominal sample produced with mt=172.5 GeV, ΓH =1.33 GeV, 
• Alternative widths simulated: 0.66, 1.0, 1.66, 2.0 GeV
• NNPDF3.0 NLO alphaS =0.118 set, with A14 tune
• Scale: geometric mean of (anti)top transverse mass, hdamp=mt

• All different-family lepton flavor combs ("channel 7")
• Three hardest emissions kept ("allrad 1")
• Uncertainties

• Top mass variations mt=171.5, 173.5
• alphaS variations: 0.115 (0.121) in PDF + Var3C in shower
• Weights: 7-point scale variations, PDF eigenvectors
• For statistically independent events, fit dependence per bin:

b_bbar_4l generator setup

3

kept with the allrad 1 setting, one from the produc-
tion process and one from each of the top resonances,
and matching to Pythia 8.2 makes use of both the
PowhegHooks and PowhegHooksBB4L [48] vetoes,
and A14 set of tuned parameters [49]. In the samples
with ↵S 2 {0.115, 0.121} the SpaceShower:alphaSValue
parameter of shower evolution in Pythia 8.2 is set cor-
respondingly.

In addition, a LO calculation of the W
+
W

�
bb̄ pro-

cess is examined, calculated by Madgraph5 aMC@NLO 2.6.4
with up to 2 extra jets, matched to a parton shower im-
plemented in Pythia 8.240. This sample of events was
simulated using the NNPDF23 nlo as 0118 PDF set, the
A14 set of tuned parameters, mt = 172.5 GeV, and �t 2
{0.66, 1, 1.33, 1.66, 2}GeV. Alternative samples were pro-
duced with ↵S varied as described above, as well as with
alternative top mass hypotheses mt 2 {170, 175} GeV.

Event samples are analyzed and compared to data us-
ing the selection criteria of Ref. [38] as implemented in
the Rivet toolkit [50]. Briefly, leptons and jets are re-
constructed at particle-level with selections based upon
the acceptance of the ATLAS detector. Leptons are
dressed with nearby photons and are required to have
transverse momentum pT > 28 GeV and pseudorapidity
|⌘| < 2.47 (2.5) for electrons (muons). Jets are recon-
structed with the anti-kT algorithm using a radius pa-
rameter of R = 0.4 [51–53] and considered in the analysis
only if pT > 25 GeV and |⌘| < 2.5. They are b-tagged if a
B-hadron with pT > 5 GeV is found within the jet cone.
Events are selected which have two leptons, two b-tagged
jets, with same-flavor lepton events vetoed if the dilepton
mass m`` < 10 GeV or satisfies |m`` �mZ | < 15 GeV.

The b bbar 4l simulation produces events with
di↵erent-flavor leptons and must be corrected to ac-
count for same-flavor contributions. The ee and µµ

contribution is obtained by re-weighting the generated
eµ events which satisfy same-flavor m`` requirements.
Good closure of this technique is found using the LO
Madgraph5 aMC@NLO simulation, which includes all lep-
tonic decays of the W boson. Further, the contribution
of di-⌧ events (with fully leptonic ⌧ decays) is found to
be negligible and is not considered.

TOP QUARK WIDTH EXTRACTION

Using the experimental data of Ref. [38] and the signal
models described above, the top width is extracted by
minimizing the following �

2 statistic:

�
2 =

X

i,j

(di �mi) · V �1

ij · (dj �mj), (4)

where di is the measured, normalized, di↵erential cross
section indexed by bins of mminimax

b` and mi is the cor-
responding prediction. The covariance matrix Vij gives

the uncertainty on the unfolded data, including bin-to-
bin correlations. The measurements with m

minimax

b` <

160 GeV are only weakly sensitive to variations in �t

and are thus excluded from Eq. 4.
For each systematic, the di↵erential cross section is

computed separately for a set of test widths �t. To inter-
polate between generated samples, the calculated yields
are fit as a function of the top width to obtain a parame-
terized prediction mi = Fi(�t), individually for each bin
i. Choosing the functions Fi to be quadratic in �t is
found to fit the calculated predictions well for each bin
of mminimax

b` . Thus, given the data and choice of signal
model, the statistic may be written explicitly as a func-
tion of the width �

2 = �
2(�t | d,m). By minimizing

this function with respect to �t, the best-fit value of the
width may be extracted.

UNCERTAINTIES

Uncertainties stemming from the precision of the ex-
perimental measurement, from choices in signal model-
ing, and from the limited number of generated events
are each considered. Pseudoexperiments are used to as-
sess the experimental uncertainty, where pseudo-data are
drawn from a multivariate gaussian distribution with
mean and covariance matrix given by (di and Vij).

For each pseudo-experiment a random dataset dpseudoi is
drawn from this distribution and a new value of �t is
extracted by minimizing �

2(�t | d
pseudo

i ,mi). The ex-
perimental uncertainty is calculated as the 1� range of
extracted widths from the pseudo-experiment distribu-
tion.

Theoretical uncertainties are assessed on the
b bbar 4l signal model by generating event sam-
ples with alternative input parameters. The nominal
simulated sample with alternative weight sets is used
to estimate the uncertainty due to the choice of PDF
as well as renormalization and factorization scales. The
PDF uncertainty is assessed as the standard deviation
of widths extracted over the set of 100 eigenvector
variations of the NNPDF30 nlo as 0118 PDF set. The
scale uncertainty is the maximum pairwise di↵erence
between the widths extracted with the nominal and
varied scales.
For top-quark mass and ↵s variations, independent

samples of events are generated. To minimize the impact
of statistical variations across samples and make optimal
use of all generated events, the systematic dependence is
extracted in a fit, writing

mi(↵s,mt) = m̂i(↵
SM

s ,m
SM

t )+âi(↵s�↵
SM

s )+b̂i(mt�m
SM

t ).
(5)

Further, the fitted coe�cients âi, b̂i are constrained to
vary quadratically in m

minimax

b` to reduce unphysical,
statistical fluctuations. The post-fit yields for mt and
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Uncertainty breakdown

4

↵s variations are then used to re-weight the nominal
m

minimax

b` spectra for each value of the top-quark width
and to extract the �2-minimizing value for each variation.

An uncertainty due to the finite number of simu-
lated events is estimated from an ensemble of pseudo-
experiments where the predicted yields for all bins of each
value of the top quark width are varied within their un-
certainties. A width is obtained for each trial to assess
the impact on the final extracted parameter.

For the MG5 aMC@NLO signal model, an identical set
of uncertainties are assessed, employing the same esti-
mation methods, with the following modification: the
NNPDF23 nlo as 0119 PDF set is used as the nominal
value for this sample. The top mass uncertainty is as-
sessed using samples with mt = 170, 175 GeV, interpo-
lating to obtain the same 1 GeV variations as used above.

The nominal b bbar 4l prediction is compared to AT-
LAS data in Figure 1. Predictions for alternate values
of the top quark width are also shown, as well as the
theoretical uncertainty on the nominal estimate. A sum-
mary of the uncertainties on the width extracted using
both signal models is presented in Table I. Changes to the
top-quark width are found to produce larger variations
in the relative fraction of events in the m

minimax

b` tail for
samples generated using MG5 aMC@NLO than b bbar 4l.
As a result, the impact of uncertainties on the extracted
width parameter is generally smaller when using the LO
simulation, despite the impact on the normalized di↵er-
ential cross section being similar. This e↵ect leads to a
smaller uncertainty due to scale variations, among oth-
ers, in the LO sample than the more accurate b bbar 4l
calculation.

TABLE I. Uncertainty on the top-quark width extracted for
data, with individual contributions shown from experimental,
theoretical, and statistical sources.

Uncertainty [GeV] b bbar 4l MG5 aMC@NLO

Experimental +0.27/-0.26 ±0.20

Theory

PDF ±0.06 ±0.04
Scale ±0.10 ±0.06
mt ±0.03 ±0.03
↵s ±0.06 ±0.04
Combined ±0.14 ±0.10

Simulation Stats. ±0.04 ±0.04
Total ±0.30 ±0.22

RESULTS

Using the b bbar 4l signal description, a top-quark
width of 1.28 ± 0.30 GeV is extracted (1.33 ± 0.29 GeV
expected), as shown in Figure 2. A width is also ex-
tracted using the leading-order MG5 aMC@NLO simulation,
obtaining 1.18 ± 0.22 GeV (1.33 ± 0.23 GeV expected).
These measurements are more precise than the previously
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FIG. 1. The m
minimax
b` spectrum predicted using b bbar 4l is

shown for various values of the top-quark width. Data from
the unfolded ATLAS measurement are included for compari-
son. The grey band shows the theoretical uncertainty for the
simulated sample corresponding to the predicted SM value of
the width.

most precise direct measurement of (1.76+0.86
�0.76 GeV) [5].
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FIG. 2. Observed and expected top-quark widths for the
b bbar 4l and MG5 aMC@NLO signal models.

These results can also be interpreted into a limit on
the BSM decays of the top-quark through the relation

BR(t ! BSM) <
�+95%

ext
� �SM

t!bW

�+95%

ext

, (6)

where �SM

t!bW is the SM partial width for t ! Wb

and �+95%

ext
is the (one-sided) upper limit on the top-

quark width at the 95% confidence level. The limit is
BR(t ! BSM) < 29% using the b bbar 4l model (30%
expected) and 18% using the MG5 aMC@NLO model (26%

Uncertainties on the (observed) extracted widths, in GeV
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Various generator comparisons
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(1806.04667 / TOPQ-2017-05)

https://arxiv.org/abs/1806.04667
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TOPQ-2017-05/


Mar 27, 2019 C. Herwig (Penn) — A New Constraint on the Top Width  25

Goodness of fit

Model
Full Distribution mminimax

b` > 160 GeV

�2 / nDOF p-value �2 / nDOF p-value

Powheg+Pythia8 tt̄+ tW (DR) 10 / 14 0.71 8.5 / 8 0.40
Powheg+Pythia8 tt̄+ tW (DS) 10 / 14 0.77 6.6 / 8 0.56
Powheg+Pythia8 `+⌫`�⌫bb 5.9 / 14 0.92 2.0 / 8 0.95

MG5 aMC+Pythia8 tt̄+ tW (DR1) 26 / 14 0.14 13 / 8 0.17
MG5 aMC+Pythia8 tt̄+ tW (DR2) 36 / 14 0.02 20 / 8 0.08
Powheg+Herwig++ tt̄+ tW (DR) 26 / 14 0.07 7.3 / 8 0.48

MG5 aMC+Herwig++ tt̄+ tW (DR) 30 / 14 0.04 11 / 8 0.23
Powheg+Pythia6 tt̄+ tW (DR) 14 / 14 0.49 11 / 8 0.23
Powheg+Pythia6 tt̄+ tW (DS) 14 / 14 0.49 10 / 8 0.32

MG5 aMC+Pythia8 (LO) WWbb 12 / 14 0.68 8.2 / 8 0.42
MG5 aMC+Pythia8 (LO) WWbb, no int. 28 / 14 0.05 22 / 8 0.005

(1806.04667 / TOPQ-2017-05)

https://arxiv.org/abs/1806.04667
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TOPQ-2017-05/

