
A Large Ion Collider Experiment

         ALICE Computing Week, CERN, 03.04.2019, Iouri Belikov & Massimo Masera

Update on the ITS run3 sim & rec

● Detector geometry
- classical and sagged

● Simulations: 
- digitization & cluster topology

● Reconstruction:
- raw-data decoding (encoding)
- cluster / track finding in DPL
- fixes in Cooked-Matrix tracker
- primary vertex reconstruction

● Quality Control
● Event Display

- raw data / clusters / tracks

● Overall status & plans
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●Classical

 Several important fixes in row / chip / module numberings, local chip coordinate system. 

 Several little changes in dimensions and positions inside the acceptance

 No services yet : cables, patch panels.   

Little impact on the physics performance (outside the acceptance). 

●Sagged 

 Will be started soon.  We do not expect any unrecoverable impact on the tracking.

Geometry

Generates geometrical “overlaps”

Highly exaggerated !
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●Configurable parameters for the DPL digitization

 Continuous / triggered

 Noise level

 Threshold

 Strobe length

 ...

●Cluster topology decoupled from the availability of MC info 

 COG offset evaluation for “interesting” hits only

 Dictionary / shape / frequency for all data including noise and QED e’s    
    

Digitization and cluster-topology handling

Common code with MFT
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With checking errors W/o checking errors Minimal N Cores  for 
online processing

Full clusterization
(suppressing of overflow 

pixels)
10.20 8.45 430

Full Decoding 3.20 1.63 82

Removal of 80->120bit 
padding, skimming to real 

payload
2.73 0.4 20

                                               Processing speed (on single core of i7-8700k @ 4.3 GHz)
1000 PbPb MB events at 50kHz + QED with 6µs strobes and 10-7 noise 

~108 fired pixels (30x106 clusters) in 13x106 non-empty chips
DMA memory allocation rate (with fixed 8KB page size)  : 280 GB/s

Processing scenarios:
 Clusterization/compactification on FLP → EPN receives compact clusters,  ~7 GB/s
 Decoding on FLP                      → EPN receives hits (row/col, chip, trigger ID), ~25 GB/s
 CRU data skimming on FLP            → EPN receives CRU-like data w/o 80b->128b padding and 

                      page size corresponding to real payload,  ~25 GB/s

         In CPU seconds excluding overhead of reading from disk

Note: this benchmark was done with single CPU core processing input of the whole detector, need to account for the 
difference in load from different CRUs.

Raw-data decoding
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Raw-data handling scenarios

Most likely:  The cluster finding will have to be done on EPNs
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ITS reconstruction workflow:  6 devices

The ClusterWriter needed for the checking macros only (can be commented out)

framework::WorkflowSpec getWorkflow() {
  framework::WorkflowSpec specs;
  specs.emplace_back(o2::ITS::getDigitReaderSpec());
  specs.emplace_back(o2::ITS::getClustererSpec());
  specs.emplace_back(o2::ITS::getClusterWriterSpec());
  //specs.emplace_back(o2::ITS::getTrackerSpec());
  specs.emplace_back(o2::ITS::getCookedTrackerSpec());
  specs.emplace_back(o2::ITS::getTrackWriterSpec());
  return specs;
}Can as well be a CA tracker “DataProcessor”

(inspired by run_trac_ca_its.C)
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Fixes in Cooked-Matrix tracker

Most central Pb-PbMost peripheral Pb-Pb

●The tracking time includes:                primary-track finding, track fitting at the innermost layer

●The tracking time does not include:  primary-vertex finding, secondary track finding, 

                                                           propagation to the outermost layer 

Intel(R)Xeon(R) CPU E5-2640 v4 @2.4GHz
10 cores
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Primary vertex reconstruction

It works !   But: It is the slowest part of the reco chain.  Also: Efficiency vs fake pileup. 
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Quality Control
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Successful startup !

Raw data
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Event display for the commissioning

●Functionality :

 All of ROOT’s TEve  (rotating, zooming, picking objects with mouse, etc)

 Reading data from local files (MC digits, raw data, clusters, tracks)

 Detector view
●Three ALICE projections (3D, r-phi, rho-z)

●Display of clusters (all, and attached to tracks only)

●Display of reconstructed tracks

 Single-chip view 
●Zoom down to the pixel level

●Display of fired pixels

●Display of reconstructed clusters (bounding box, ...)

 Navigation over events and chips (command line, and GUI)
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Detector view (attached clusters only)

Navigation : events and chipsNavigation : events and chips

Information about the displayed eventInformation about the displayed event

“Incomplete” geometry“Incomplete” geometry
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Single-chip view (digits, clusters)

The cluster finder seems to work fine !

 Raw data Raw data

MC digitsMC digits

Cluster bounding boxes
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Overall status & plans

Done

Markus Keil
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