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Experiment Computing
• LHC Run 4&5: Much larger 

datasets


• Reconstruction 
increasingly demanding


• Bottleneck: Simulation

• “There is general consensus 

that the best performance/$$ 
will not be obtained with 
standard CPUs” CMS Talk

ATLAS Talk LHCb Talk

https://indico.cern.ch/event/759388/contributions/3302196/attachments/1813577/2963468/CMS_for_HOW_2019_March_JLAB_2.pdf
https://indico.cern.ch/event/759388/contributions/3302195/attachments/1813484/2962970/HOW_20190318_Costanzo.pdf
https://indico.cern.ch/event/759388/contributions/3302197/attachments/1813603/2967136/CBozzi-HOW2019-20190318.pdf
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Experiment Computing
• Storage:


• Never enough


• Will have to rely on tape


• Requires smarter data 
provisioning for analysers


• Common tools /  
strategies 
(rucio, small pre-pro 
cessed formats),


• DOMA

https://indico.cern.ch/event/729930/


Experiment Computing
• General directions seem to be


• Trust in Moore’s law & make algorithms faster


• Shortcuts: “Fast” simulation (ML? GANs?)


• Accelerators will become more important


• ML Workflows: GPUs, TPUs (, FPGA)


• What about the rest of the software? Can we help? 
See also Graeme’s summary


• HPC to the rescue?


• By Run 4: Enough FLOPs to process 30x current LHC data


• Difficult to access: What technology/architecture? Intel/
AMD/IBM? GPUs? Data provisioning? 
HPC Talk I HPC Talk II

https://indico.cern.ch/event/759388/contributions/3311666/attachments/1814290/2964632/JLab__Experiment_Software_Frameworks_on_Heterogeneous_Resources-2.pdf
https://indico.cern.ch/event/759388/contributions/3311664/attachments/1814435/2964911/hpc_production.pdf
https://indico.cern.ch/event/759388/contributions/3311668/attachments/1814516/2965251/HSF_HPC_Analysis.pdf


GPUs

Accelerators and Memory

https://indico.cern.ch/event/759388/contributions/3326339/attachments/1813982/2963995/CPUs_GPUs_accelerators_and_memory_v1.0.pdf


GPUs: Solution 1

Accelerators and Memory

Solution 1?

https://indico.cern.ch/event/759388/contributions/3326339/attachments/1813982/2963995/CPUs_GPUs_accelerators_and_memory_v1.0.pdf


GPUs: Solution 2?

Laser Acceleration / ALPAKA (ACAT)

https://indico.cern.ch/event/708041/contributions/3308669/attachments/1809460/2954611/190311_acat_laseracc.pdf


Other Experiments
• Belle, Ice cube, Virgo/Ligo, Dark Matter, LSST, Dune, … 

Agenda 
Recommend: Dark matter overview  
(Questionnaire for different DM experiments. Very 
diverse.)


• No Run 4/5 problem, but similar questions


• More ML


• How to make use of accelerators? HPC?


• How to store & distribute data?


• Grid & batch seem to be workhorses

https://indico.cern.ch/event/759388/timetable/#20190318.detailed
https://indico.cern.ch/event/759388/contributions/3302370/attachments/1813807/2963810/2019_tunnell_how.pdf


Hardware Watch
• CPU Architectures & Accelerators


• Moore’s law seems to hold (almost) in CPUs & GPUs, 
AMD is back in CPU server market


• GPUs with tensor cores, TPUs:


• Only FP16


• Very fast & high FLOPs/W


• Is CUDA really the solution?


• De-facto standard, but not 
portable

https://indico.cern.ch/event/759388/contributions/3326339/attachments/1813982/2963995/CPUs_GPUs_accelerators_and_memory_v1.0.pdf


Memory
• Significant gap between SRAM caches and DRAM


• Latency unchanged


• Bandwidth/core falls


• Second gap to 
persistent memory

https://www.opencompute.org/files/OCP-GenZ-March-2018-final.pdf 

https://www.eetimes.com/author.asp?section_id=36&doc_id=1334088#

https://www.opencompute.org/files/OCP-GenZ-March-2018-final.pdf


Non-Volatile Memory

Memory Technologies

https://indico.cern.ch/event/759388/contributions/3326348/attachments/1814145/2964341/Pres_HEPiX_TechWatch_WG_Storage_v0.1.pdf


Memory Technologies

https://indico.cern.ch/event/759388/contributions/3326348/attachments/1814145/2964341/Pres_HEPiX_TechWatch_WG_Storage_v0.1.pdf


Summary
• Computing challenges ahead: Software needs to cope with 

increasing amounts of data & new hardware


• Hardware


• Accelerators seem to be inevitable


• Try not to bet on only one


• Try to identify the best (hardware-agnostic?) library


• Might take a bit leap in terms of I/O performance & memory 
latency soon


• Collaboration


• Increasing awareness that similar problems ahead


• That’s what HSF is for


