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• Plenaries:  35 
• Parallels:  3 Sessions with 112 Presentations 

• Track 1: Computing Technology for Physics Research 
• Track 2: Data Analysis, Algorithms and Tools 
• Track 3: Computations in Theoretical Physics: Techniques and Methods 

• Posters: 74 
• 2 Panel discussions:  

• Diversity 
• Machine Learning 

• see https://indico.cern.ch/event/708041/

Scientific Program
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Venue
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Program

• Morning: plenary presentations 

• Long lunch break:   -> skiing,…. 

• Afternoon : Parallel sessions
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Participants
• A large number of participants: 190  
• One of the most attended ACAT workshops
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ACAT History
• ACAT: Advanced Computing and 

Analysis techniques for Physics 
Research 

• Before 2000 called AIHENP:  
Artificial Intelligence in High 
Energy and Nuclear Physics. 

• New projects presented:  
• WWW (1992) 
• ROOT (1996) 

• and also we had:  
• TMVA (2007) 
• RooStats (2010) 



ACAT 2019 Trip Report !7

• Founder of ACAT conference series  
• Chair of ACAT IAC 
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Track 1
Computing Technology for Physics Research 

• 39 presentations 
• Several experiment presentations 

• CMS, LHCb and ATLAS 
• presenting strategy to cope with 

missing computing resources  
for HL-LHC 
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SFT Presentations
• Several SFT presentations at the conference (all in Track 1) 

• from ROOT team:  
• Lorenzo: Data Analysis with ROOT  
• Iliana: new ROOT graphics language  
• Stephan:   New PyROOT 
• Axel: New C++ 17 and 20 
• Yuka: C++ Modules 

• from Simulation 
• Andrei: Performance Results of GeantV 
• Soon: Vectorization of  Random Number Generators   

• Posters:  
• Stephan: Making RooFit ready for Run3 and beyond(Stephan) 
• Oxsana: ROOT I/O compression algorithm ; Evolution of ROOT package management 
• Simone: CernVM-FS Container Image Integration
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• Example: Performance of Vectorized RNG (Soon Yung Jun)
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CMS Software
T.Boccali  
(CMS) 
CMS Software and Offline 
preparation for future runs 
CCMS Software and Offline preparation for future runsMS Software and Offline 
preparation for future runs
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CMS Software

• HL-LHC Computing  
problem 
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Future Computing Architectures

• P. Calafuria: Computer Architecture in HL-LHC 
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Possibile Solutions 
• CMS try to exploit heterogeneous computing  

• GPU for calorimeter reconstruction at event filter level 
• FPGA (ML inference on FPGA) 
• New compact data format for analyse (NanoAOD) 

–expect 50% of analysis can profit from it  

• LHCb 
• use full software trigger at 30MHz (collision rates) to reduce 

rate to ~ 1kHz 
• 5 times more collisions in the coming Run3 

• Use ML algorithms as much as possible and take advantage of 
deployment on accelerated devices
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Track 2
• Data Analysis - Algorithms and Tools  
• 36 talks, 39 posters 
• A lot of Machine Learning related presentations
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Session 2 : Tracking
• Tracking session 

• very rich 
• presentations on traditional methods 

• paralleled Kalman filter 
• 3D track finder for Belle2 trigger 

• Machine Learning methods:  
• tracking with Graphics NN 
• Quantum annealing tracking 

• FPGA 
• Deep Learning on FPGA for trigger 
• Real time trading on FPGA for LHCb run 4
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Tracking with Graph NN
• New technics for tracking (from HEP.TrX project, Jean-Roch Vilmant) 
• Use novel methods of ML (Graph Neural Networks) 

• GNN seems better adapted to complex data structures of HEP 
• Seeing lately more and more examples of using GNN
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Deep Learning on FPGA
• Jennifer Ngadiuba: Deep Learning on FPGA for Trigger and DAQ
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• Simulation and Event Reconstruction 
• Several presentation on Generative Adversarial Networks (GAN):  

• Recurrent GAN for generating list particles (e.g. pile-up generation) 
• GAN for LHCb RICH 
• GAN for simulation of showers of ATLAS TileCal high granularity Upgrade 

• Reinforcement learning 
• Jet grooming (iteratively removing soft radiation from jets) 
• Assignment of reconstructed object to truth-truth-level objects 

• Analysis of whole events 
• Full event interpretation at Belle 2 
• Variational auto-encoders for detecting anomalous events
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Full Event Interpretation at BELLE2 

6 stages of BDT
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FEI at BELLE2

Plan to move to use from BDT Deep Learning 
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Auto-encoders
• Variational Auto-encoders for un-expected events

select 30 events / day

exploring	how	the	latent	space	of	a	
varia3onal	autoencoder	learned	to	
reconstruct	the	SM	may	help	iden3fy	
anomalous	events,	as	a	model-independent	
trigger	
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• Statistics and Uncertainty 
• several presentation focus more on method for dealing with uncertainties 

(e.g. systematic) and on statistical issues 
• Incorporation of systematic uncertainty for training of BDT 

–comparison with adversarial neural network 

• adversarial network for deriving data-data-simulation corrections for jet tagging in CMS 
• variational dropout for speed-up network  
• machine learning on s-weighted data set (negative weights) 
• Inference aware Neural optimisation (INFERNO). 

Learn summary statistics by directly minimising an approximation of the expected 
interval with accounting for the effect of nuisances
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Plenaries
• Rene: Future of HEP computing
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Plenaries 
• D. Rezende (DeepMind) : Deep Generative Models
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Plenaries
• S. Chintala: Automatic Differentiation and 

Deep Learning with examples from PyTorch
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Plenaries
• J. Brehemer (NYU): Constraining effective field theories 

 with machine learning  
•
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Conclusions

• Many very interesting presentations 
• both in computing and algorithms sessions 
• seeing more and more different applications of modern machine learning 

techniques (e.g graph networks, GAN, CNN, VAE, etc…) 
• Many excellent plenary speakers 
• Very good atmosphere: many discussions, questions  

• continue ACAT tradition of being an excellent conference  
• Very well organized conference 

• great location in Swiss mountains 
• nice conference center (nice walking every day to reach conference venue) 
• not the best luck with the weather (windy and lots of snow on Thursday night) 

• Next ACAT will be in Korea (Daejon) in summer 2020


