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STATUS OF LHC 

✴ Run 2 proton physics run just ended marking 
the conclusion of an extremely successful 
data taking period. 

✴ Over 150 fb-1 of 13TeV pp collisions recorded 
for analysis (36fb-1/80fb-1 analysed so far) 

✴ Enormous success of the LHC program in the 
amount and quality of measurements 
performed way beyond expectations 

✴ Standard Model working impeccably, but we 
know many questions still anaswered

!2

Observation of ttH Production
• Combining Run1 & Run2 

• Some theory & background uncertainties are correlated
• Experimental uncertainties are largely uncorrelated

Narain,  Oct 2018 17

Phys. Rev. Lett. 120, 231801 –
Published 4 June 2018

Significance:  5.2" Observered
(4.2 " expected)

Best fit value of signal strength modifier 
for (upper section) the five individual decay 
channels considered, 
(middle section) the combined result for 
7+8 TeV alone and for 13TeV alone, and 
(lower section) the overall combined result. 

Latest big results of 
2018: Observation of 

Higgs coupling to third 
generation quarks            

H->bb ttH
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new  interaction region layout 
and crab cavity

 

LHC
HL-LHC

HL-LHC PLAN
upgrade of injector chain to 

deliver brighter bunches
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SWARMS OF PARTICLES AND HIGH RADIATION

✴ High luminosity ➔ 200 soft pp interactions per crossing 

✴ Increased combinatorial complexity, rate of fake tracks, spurious energy in calorimeters, increased data 
volume to be read out in each event 

✴ Detector elements and electronics are exposed to high radiation dose 

✴ Requires new tracker, endcap calorimeters, forward muons, replacing readout systems 

✴ Goal of ATLAS and CMS detector upgrades  

✴ to achieve same performance at 200PU as in Run2 with ~40PU (or better)   

✴ For precision measurements and observations of very rare processes, we need to at least maintain 
current performance for all physics objects. Requires excellence in every corner 

✴ associating particles with primary hard scatter collision with high efficiency 

✴ increase detector acceptance 

✴ Increased spatial granularity to resolve signals from individual particles  

✴ Precise timing measurements to provide an additional dimension for discrimination

!4

Roughly reaching limits of current 
techniques in several systems

200 pileup25 pileup
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THE HL-LHC/HE-LHC WORKSHOP: 2018 YELLOW REPORTS!5

SM & TOP - CERN-LPCC-2018-03

BSM - CERN-LPCC-2018-05

Higgs -  CERN-LPCC-2018-04

Flavor - CERN-LPCC-2018-06

Heavy Ions - CERN-LPCC-2018-07

https://cds.cern.ch/record/2650160/
https://arxiv.org/abs/1812.07831/
https://cds.cern.ch/record/2650162/
https://arxiv.org/abs/1812.07638/
https://arxiv.org/abs/1812.06772/
https://twiki.cern.ch/twiki/pub/LHCPhysics/HLHELHCWorkshop/report.pdf
https://twiki.cern.ch/twiki/pub/LHCPhysics/HLHELHCWorkshop/HEreport.pdf
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HOW TO APPROACH SYSTEMATICS 

✴ The large HL-LHC dataset will enable accurate measurements and 
unprecedented sensitivity to very rare phenomena 

✴ In several analyses systematic uncertainties will become a limiting 
factor  

✴ Several sources of systematics to consider:  

✴ Synergy of ATLAS and CMS in many physics projections and 
complexity of the problem required development of a common set of 
guidelines 
✴ Focus on experimental systematics that are most important for the 

projection studies we need (can't be comprehensive!) 

✴ Jet Energy Scale/Resolution, MET, B-tagging, Tau-ID, and many 
more… 

✴ Evaluation of theory uncertainties improvement 

!6

MC statistics

Data statistics 

in control regions

Theory normalization 

and modeling

Method uncertainties

Detector driven

Luminosity
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COMMON GUIDING PRINCIPLES FOR YR18

✴ Statistics-driven sources: data → √L, simulation → 0 

✴ account for larger data sample statistics available 

✴ to better understand full potential of HL-LHC  

✴ Theory uncertainties typically halved 

✴ applies to both normalization (x-sec) and modeling 

✴ due to higher-order calculation and PDF improvements  

✴ Uncertainties on methods kept as latest published results 

✴ Trigger thresholds same or better(lower) than current 

✴ assumption that pile-up effects are compensated by detector upgrades 
improvement and algorithmic developments 

✴ Intrinsic detector limitations stay ~constant 

✴ usage of full simulation tools for detailed analysis of expected 
performance, thanks to the large effort for TDRs preparation 

✴ detector understanding and operational experience may compensate for 
e.g. detector aging 

✴ harmonized definition of « floor » values for experimantal systematics 

✴ Luminosity uncertainty 1% 

!7
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✴ Whenever feasible present results as 

✴ Baseline scenario defined as:  

✴ YR18(S2):  based on synchronised estimates of ultimate 
performance for experimental and theory uncertainties, and 
applying guidelines as in previous slide

MORE DETAILS ON PROCEDURE !8

value ± stat ± syst_exp ± syst_theory [± syst_lumi]

Summary 
(simplified) table of 
some values of 
experimental 
systematics 
harmonized 
between ATLAS & 
CMS 

Object WP Value 

Muons reco+ID(+ISO) 0.1%(0.5%)

Electrons reco+ID+ISO 0,5%

Taus reco+ID+ISO 5%(as in Run2) 

B-jet tag 30<pt<300GeV 
(pt>300GeV)

~1%(2-6%)

c-jet tag ~2%

Light jets L/M/T WP 5/10/15%

JES abs/rel scale 0.1-0.2%(0.1-0.5%)
JEC Pile-Up 0-2%

JEC Flavor 0,75%
Integrated Luminosity 1%
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PDF UNCERTAINTIES
✴ exercise trying to quantify the precision of the PDF at the end of the HL-LHC  running and 

use them in the systematic estimate of the experimental extrapolations 

✴ pseudo-data generated for various inputs: top Drell-Yan, iso photons, W+charm, W and Z in 
the forward region, inclusive jets… 

✴ Scenario A(C) corresponds to factor 2(5) reduction of uncertainties on exp. inputs. 

✴ LHeC could provide improvement of a factor 5 on PDF uncertainties  

✴ Tested effect on some SM and BSM processes. Justifies assumptions used for YR18 scenario

!9
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Figure 1. Left: Comparison of the predictions for the mtt̄ distribution in top-quark pair production
at the HL-LHC using PDF4LHC15 with the associated pseudo-data and with the profiled results with
F ⌘ fcorr · fred = 0.2. Right: the corresponding di↵erences at the level of the gluon PDF at Q = 100
GeV before and after profiling all top-quark pair production observables.

The resulting Hessian matrix on �k,th at the minimum can be diagonalized to construct the
new eigenvector directions. Finally, the PDF uncertainties are determined from the ��2 = T 2

criteria. In the studies presented here, we use a global T = 3 which approximately corresponds
to the average tolerance determined dynamically in the CT14 and MMHT14 analyses.

Results for individual processes. We now turn to present the results of the Hessian profiling
of PDF4LHC15 from individual processes, and subsequently we will study the corresponding
results from the combination of all the HL-LHC processes considered in di↵erent scenarios. Let
us begin with the top-quark pair production case listed in Table 1. In Fig. 1 we show the
comparison of the predictions for the mtt̄ distribution in top-quark pair production at the HL-
LHC using PDF4LHC15 with the associated pseudo-data and with the profiled results with
F ⌘ fcorr ·fred = 0.2. We also present the corresponding impact at the level of the gluon PDF at
Q = 100 GeV before and after profiling with all tt̄ data in Table 1. It is clear that the HL-LHC
pseudo-data in this scenario will have much smaller uncertainties than the PDF uncertainties,
so there is a marked reduction on the PDF errors on the gluon at large-x. Note that the two
points in each of the bins in Fig. 1 (left) correspond to the ATLAS and CMS pseudo-data.

We next consider two other representative processes: W+charm quark production in central
rapidity region and the high-mass Drell-Yan process. In Fig. 2 we show the same comparison as
in Fig. 1 for these two processes. In the case of the W+charm quark production, we observe a
clear reduction of PDF errors in the strangeness, s+ s, at intermediate values of x, highlighting
the sensitivity of this measurement to the strange content of the proton. For the case of high-
mass Drell-Yan, we show how the uncertainties on the ū quark PDF are reduced at large x
region. Here the impact is rather moderate, as experimental and PDF errors are comparable
even in the high mll region.

Ultimate PDFs from HL-LHC data. The final profiled PDF sets are based combined
dataset listed in Table 1; these provide an estimate of the impact of future HL-LHC measure-
ments into our knowledge of the quark and gluon structure of the proton. In Table 2 we list the
three scenarios for the systematic uncertainties of the HL-LHC pseudo-data that we assume in
the present exercise. These scenarios, ranging from more conservative to more optimistic, di↵er
among them in the reduction factor fred, Eq. (2), applied to the systematic errors of the reference
8 TeV or 13 TeV measurements. In particular, in the optimistic scenario we assume a reduction
of the systematic errors by a factor 2.5 compared to the reference 8 TeV measurements. We
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Figure 2. Same as Fig. 1 for W+charm quark production with impact on strange quark PDF (upper
plots) and the high-mass Drell-Yan process with impact on ū PDF.

assume a large factor of 5 for the 13 TeV measurements, correcting for the fact that these are
based in the initial datasets which generally have larger systematic errors in comparison to the
8 TeV case. We also indicate in each case the name of the corresponding LHAPDF grid.

Scenario fred (8 TeV) fred (13 TeV) LHAPDF set Comments

A 0.4 0.2 PDF4LHC nnlo hllhc scen3 Optimistic

B 0.7 0.36 PDF4LHC nnlo hllhc scen2 Intermediate

C 1 0.5 PDF4LHC nnlo hllhc scen1 Conservative

Table 2. The three scenarios for the systematic uncertainties of the HL-LHC pseudo-data that we
assume in the present exercise. These scenarios, ranging from conservative to optimistic, di↵er among
them in the reduction factor fred, Eq. (2), applied to the systematic errors of the reference 8 TeV or 13
TeV measurements. We also indicate in each case the name of the corresponding LHAPDF grid.

Then in Fig. 3 we present a comparison of the baseline PDF4LHC15 set with the profiled
sets based on HL-LHC pseudo-data from scenarios A and C in Table 2. Specifically, we show
the gluon, down quark, up anti-quark, and total strangeness at Q = 10 GeV, normalized to the
central value of the baseline. We observe that the predictions of scenarios A and C (optimistic
and conservative respectively) are reasonably similar. This demonstrates that our results are
relatively robust against the projections of how experimental errors will be reduced in HL-LHC
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Figure 7. Same as Fig. 6 for Standard Model processes. The upper plots show diphoton (dijet)
production as a function of the minimum invariant mass Mmin

�� (Mmin
jj ). The bottom plots show Higgs

boson production in gluon fusion, first inclusive and decaying into bb̄ as a function of pT,min
b , and then in

association with a hard jet as a function of pT,min
jet .

2 and 4, depending on the dominant partonic luminosity and on the scenario for the systematic
errors. Therefore, we have demonstrated how the exploitation of the HL-LHC constraints on
PDFs will feed into improved theoretical predictions for a range of phenomenologically relevant
processes both within and beyond the SM.

Two caveats are relevant at this point. First, we have only considered a non–exhaustive
subset of all possible measurements of relevance for PDF fits. Other processes not considered
here, due to currently anticipated measurements and those not foreseen but which may well
added to the PDF toolbox in the future, will certainly increase the PDF impact in some regions.
Second, we have ignored any possible issues such as data incompatibility, theoretical limitations,
or issues with the data correlation models, which may limit the PDF impact in some cases. All
these issues can only be tackled once the actual measurements are presented.

The results of this study are made publicly available in the LHAPDF6 format [33], with the grid
names listed in Table 2. This way, the “ultimate” PDFs produced here can be straightforwardly
applied to related physics projections of HL-LHC processes taking into account our improved
knowledge of the partonic structure of the proton which is expected by then.

Acknowledgements. We are grateful to W. Barter, M. Campanelli, C. Gwenlan, S. Farry,
and K. Lipka for discussion about the projections of future HL-LHC measurements at ATLAS,
CMS, and LHCb. We thank P. Starovoitov for providing the APPLgrids for the inclusive jet
measurements at the HL-LHC. S. B. acknowledges financial support from the UK Science and
Technology Facilities Council. L. H. L thanks the Science and Technology Facilities Council
(STFC) for support via grant award ST/L000377/1. R. A. K. and J. R. are supported by the
European Research Council (ERC) Starting Grant “PDF4BSM” and by the Dutch Organization
for Scientific Research (NWO). The work of J. G. is sponsored by Shanghai Pujiang Program.
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Figure 6. Reduction of the PDF uncertainty in
the predicted cross section for jets. From Ref. [1].

All hard production processes at the LHC start from a partonic colli-
sion, and their rate is determined by the PDFs. The knowledge of the
PDFs is required to extract fundamental couplings from cross-section
measurements (e.g. Higgs couplings from Higgs production rates), or
from distributions (e.g. sin2 qeff from forward-backward asymmetries
in Z0 ! `+`�). PDFs are also needed to predict the tails of SM dis-
tributions at large Q

2 (e.g. the jet pT spectrum or the Drell-Yan (DY)
mass distribution at large di-lepton mass), to probe the existence of new
physics at high scales.

Today’s knowledge of PDFs will be improved at the HL-LHC by
measuring a range of SM processes with jets, top quarks, photons and
EW gauge bosons in the final state. The use of LHCb data, and access to
large rapidities in ATLAS and CMS, will enhance the PDF sensitivity of
these measurements. In the invariant mass region M > 100 GeV, the HL-LHC can improve the PDF uncertainties by a factor
between 2 and 4, depending on the dominant partonic process and on the scenario for the systematic errors [1]. Two scenarios,
A and C, were assumed, with a reduction by a factor of 2 and 5, respectively, of the experimental cross-section systematics
relative to Run 2. These improvements will feed into improved theoretical predictions for a range of phenomenologically
relevant processes both within and beyond the SM. As an example, Fig. 6 shows the impact of HL-LHC PDF data on the
uncertainties for dijet production rates. For the gg ! H process, the PDF systematics will be reduced to below 2%. More
examples of the impact of these “ultimate" HL-LHC PDFs are discussed in Sect. 2.2. We also notice that high precision of
cross-section measurements rely on further improvements in the determination of the integrated luminosity. For the HL-LHC,
high precision luminosity detectors are currently being designed. Refined analysis techniques for the van der Meer scans, and
novel approaches, such as the measurement of fiducial Z

0 boson production rates exploiting in-situ efficiency determination,
can lead to further advances towards the percent level.

4.2 High-Q2 processes
Studies of jet production at HL-LHC show that the experimental uncertainty on the cross-section measurements in the jet pT

range of 0.1–3 TeV, dominated by the jet energy scale, can be reduced to a 2.5�5% level. This is a factor of 2 improvement
with respect to Run 2 data, thanks to the large statistics available from data for the calibration at high pT . Inclusive jet and
di-jet samples in a central rapidity range will respectively extend the reach in jet pT from 3.5 TeV in Run-2 up to about 5 TeV,
and the dijet invariant mass (m j j) from 9 TeV in Run-2 up to about 11 TeV.

Similar studies for inclusive production of isolated-photons (in association with a jet) show an extension of the kinematic
reach from 1.5 TeV (mg� jet = 3.3 TeV) in Run-2 to about ET = 3.5 TeV (mg� jet = 7 TeV). Measurements of jet and photon
production at the HL-LHC will therefore probe QCD perturbation theory at unprecedented energy scales. The combined
reduction in experimental, theoretical and PDF systematics will also significantly increase the sensitivity to possible new
physics.

5 Searches for new physics at high mass
The HL-LHC will offer new possibilities to test many BSM scenarios, motivated by long-standing problems such as EW
naturalness, dark matter (DM), the flavour problem, neutrino masses, the strong CP problem, and baryogenesis. All these new
physics manifestations predict the existence of new particles, which can be searched for at HL-LHC profiting from the much
larger statistics, slightly higher energy (14 TeV), and upgraded detectors. We highlight a subset of key results, selected among a
large number of studies for different new physics scenarios [4]. All quoted exclusion (discovery) reaches refer to 95% CL (5s ).

5.1 Supersymmetry
The extension of the kinematic reach for supersymmetry (SUSY) searches at the HL-LHC is reflected foremost in the sensitivity
to EW states, including sleptons, but also for gluinos and squarks. Studies under various hypothesis were made [3], including
prompt and long-lived SUSY particle decays. Wino-like (w̃) chargino pair production processes are studied considering
dilepton final states. Masses up to 840 (660) GeV can be excluded (discovered) for charginos decaying as c̃±

1 ! W
(⇤)c̃0

1 , in
R-parity conserving scenarios with c̃0

1 as the lightest supersymmetric particle (LSP). The results extend the mass reach obtained
with 80 fb�1 of 13 TeV pp collisions by about 500 GeV, and extend beyond the LEP limit by almost an order of magnitude.
Compressed SUSY spectra are theoretically well motivated but are among the most challenging scenarios experimentally, and

6
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HIGGS PHYSICS AT THE LHC

✴ We have come a long way since the Higgs discovery in 2012 

✴ The available LHC Run1 (7,8 TeV~25fb-1) & Run2 (13 TeV ~150fb-1) 
datasets have pushed Higgs physics from search mode to measurement 
mode, probing the nature of the boson and its agreement with the SM 

✴ All the main production and decay modes under scrutiny by ATLAS and 
CMS

!11

proton-proton SM

48.52 pb
3.78 pb

0.5071 pb
1.373  

+ 0.8839 pb
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HL-LHC IS A HIGGS FACTORY
✴ At HL-LHC, we expect to produce ~170M Higgs Bosons, including  ~120k of HH pair 

produced events 

✴ Over 1Million for each of the main production mechanisms, spread over many decay 
modes  

✴ Enables a broad program: 

✴ Precision O(few%) measurements of couplings across broad kinematics 

✴ Exploration of Higgs potential (hh production)  

✴ Sensitivity to rare decays involving new physics 

✴ extend BSM Higgs searches (extra scalars, BSM Higgs resonances, exotic 
decays…) 

!12
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WHERE WILL BE THE IMPACT OF THE HL-LHC ? !13

• Precision Measurements: Couplings to ~5%,  Cross 
Sections, Differential Distributions, Width

What do we need to know? Where will the HL-LHC impact?

• Rare decays 

• Di-Higgs production ➜ self coupling  ☞See presentation  
by E. Petit

• BSM Higgs searches (extra scalars, BSM Higgs 
resonances, anomalous couplings) ☞BSM group of EPPSU
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SM HIGGS PRECISION MEASUREMENTS

✴ Old studies (before YR) comprehensive, BUT  

✴ mostly based on extrapolations of Run1/early Run2 results 

✴ plus specific analyses with parametrised full simulation.  

✴ Not harmonized uncertainty assumptions 

✴ Single experiment only!  

✴ Complete revamp of the SM Higgs projections, starting from Run2 results 
and incorporating the current understanding of the future ATLAS&CMS 
performance.  

✴ Profit of the lesson learned in the Run1 combination 

✴ All main decays x production modes incorporated into the study (γγ, WW, ΖZ, 
ττ, bb, μμ, Zγ x ggF, VBF, WH, ZH, ttH)  

✴ COMBINATION of the individual results of the ATLAS and CMS, for a definition 
of the overall HL-LHC reach  

✴ Theoretical systematics assumed fully correlated, experimental uncertainties 
uncorrelated

!14

Couplings can be measured 
at the few % level

Rates can be measured at the few % 
level (10-20% for rarer modes)
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COUPLINGS   -  RESULTS OF COMBINATION!15

0 0.05 0.1 0.15 0.2 0.25
Expected uncertainty

γZB

µµB

bbB

ττB

WWB

ZZB

γγB

19.1 

8.2 

4.4 

2.9 

2.8 

2.9 

2.6 

12.2 14.3 3.2 

3.0 7.4 1.5 

4.0 1.5 1.3 

2.2 1.4 1.3 

2.3 1.1 1.2 

2.2 1.2 1.5 

1.9 1.0 1.5 

Tot Stat Exp Th

Uncertainty [%]

CMS and ATLAS
HL-LHC Projection

 per experiment-1 = 14 TeV, 3000 fbs

Total
Statistical
Experimental
Theory

2% 4%

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Expected uncertainty

ttHσ

ZHσ

WHσ

VBFσ

ggHσ

4.3 

4.2 

5.7 

3.1 

1.6 

3.7 1.3 1.8 

3.1 2.6 1.3 

4.0 3.3 2.4 

2.1 1.8 1.3 

1.2 0.7 0.8 

Tot Stat Exp Th

Uncertainty [%]

CMS and ATLAS
HL-LHC Projection

 per experiment-1 = 14 TeV, 3000 fbs

Total
Statistical
Experimental
Theory

2% 4%

By decay mode By production mode 



PA
TR

IZ
IA

 A
ZZ

I -
 IN

FN
 P

AD
O

VA
 

K-FRAMEWORK INTERPRETATION !16

Precision on kappas  of 2-4% 
can be reached with 3ab-1 for 
the non-statistically 
dominated modes

☞See presentation by M. Cepeda

Measurements become 
systematically limited rather 
quickly -> challenge

2%
4%
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EFFECT OF UNCERTAINTY SCENARIOS!17

✴ Comparing Run2(S1) with 
YR18(S2) scenarios
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DIFFERENTIAL CROSS SECTION!18
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Fig. 16: Differential cross sections measured by ATLAS in the full phase space, extrapolated to the full
HL-LHC luminosity for the combination of the H ! �� and H ! ZZ⇤

! 4` decay channels for (a)
Higgs boson transverse momentum pT

H, (b) Higgs boson rapidity |yH |, (c) number of jets Njets with
pT > 30 GeV, and (d) the transverse momentum of the leading pj1

H . For each point both the statistical
(error bar) and total (shaded area) uncertainties are shown. Two scenarios are shown: one with the current
Run2 systematic uncertainty (S1) and one with scaled systematic uncertainties (S2).

In order to isolate the production of the Higgs boson in association with top quarks, the selection
requires all events to have at least one b�tagged jet. Such events are separated into two orthogonal
categories based on the decay products of the top quark, a hadronic category and a leptonic category. In
the hadronic category, events must contain at least 3 jets, clustered using the anti-kT algorithm with a
cone size of 0.4, separated by �R > 0.4 with respect to both photon candidates. The jets are required
to have pT > 25 GeV and |⌘| < 4. In the leptonic category, only 2 jets are required, however, in
addition, the events must contain at least one isolated muon or electron. The muons or electrons must
satisfy pT > 20 GeV and |⌘| < 2.4, excluding the region 1.44 < |⌘�

| < 1.57 for electrons. The muons
must satisfy an isolation requirement that the sum of all reconstructed particles pT , inside a cone of
radius �R = 0.4, excluding the muon itself, is less than 0.25 times the transverse momentum of the
muon. In addition, for electrons, the invariant mass of pairs formed from the electron and either selected
photon, me� , is required to be greater than 95 GeV to reduce contamination from Z ! e+e� decays.
Events passing the leptonic category selection are excluded from the hadronic selection to maintain
orthogonality of the two categories. For the signal extraction, boosted decision tree (BDT) classifiers
are trained independently in each channel, which distinguish between signal-like and background-like
events, using input variables related to the kinematics of the events, such as the lepton and jet momenta
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Fig. 16: Differential cross sections measured by ATLAS in the full phase space, extrapolated to the full
HL-LHC luminosity for the combination of the H ! �� and H ! ZZ⇤

! 4` decay channels for (a)
Higgs boson transverse momentum pT

H, (b) Higgs boson rapidity |yH |, (c) number of jets Njets with
pT > 30 GeV, and (d) the transverse momentum of the leading pj1

H . For each point both the statistical
(error bar) and total (shaded area) uncertainties are shown. Two scenarios are shown: one with the current
Run2 systematic uncertainty (S1) and one with scaled systematic uncertainties (S2).

In order to isolate the production of the Higgs boson in association with top quarks, the selection
requires all events to have at least one b�tagged jet. Such events are separated into two orthogonal
categories based on the decay products of the top quark, a hadronic category and a leptonic category. In
the hadronic category, events must contain at least 3 jets, clustered using the anti-kT algorithm with a
cone size of 0.4, separated by �R > 0.4 with respect to both photon candidates. The jets are required
to have pT > 25 GeV and |⌘| < 4. In the leptonic category, only 2 jets are required, however, in
addition, the events must contain at least one isolated muon or electron. The muons or electrons must
satisfy pT > 20 GeV and |⌘| < 2.4, excluding the region 1.44 < |⌘�

| < 1.57 for electrons. The muons
must satisfy an isolation requirement that the sum of all reconstructed particles pT , inside a cone of
radius �R = 0.4, excluding the muon itself, is less than 0.25 times the transverse momentum of the
muon. In addition, for electrons, the invariant mass of pairs formed from the electron and either selected
photon, me� , is required to be greater than 95 GeV to reduce contamination from Z ! e+e� decays.
Events passing the leptonic category selection are excluded from the hadronic selection to maintain
orthogonality of the two categories. For the signal extraction, boosted decision tree (BDT) classifiers
are trained independently in each channel, which distinguish between signal-like and background-like
events, using input variables related to the kinematics of the events, such as the lepton and jet momenta
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Fig. 15: Projected differential cross section for pT
H at an integrated luminosity of 3000 fb�1 [157], under

S1 (upper, with Run 2 systematic uncertainties [159]) and S2 (lower, with YR18 systematic uncertain-
ties).

where the reduced systematic uncertainties in S2 yield a reduction in the total uncertainty of up to 25%
compared to S1.

Figure 16 shows the ATLAS projections to 3000 fb�1 of the differential measurements of pT
H, the

Higgs rapidity |yH |, the jet multiplicity Njets of jets with pT > 30 GeV and the transverse momentum
of the leading jet accompanying the Higgs boson pj1

H , as obtained by combining the measurement in the
H ! �� and H ! ZZ⇤

! 4` channels, in scenarios S1 and S2. The relative uncertainties affecting the
pT

H measurement are given in Tables 28 and 29. The ATLAS combined pT
H measurement extrapolation

exhibits relative uncertainties ranging from about 5% in the lower pT
H bins to about 9% in the highest

pT
H bin in scenario S1, reducing to uncertainties ranging from ⇠ 4% to ⇠ 8% in scenario S2.

Due to a different choice of pT
H binning by ATLAS and CMS, and the lack of a more sophisticated

study of the correlation of systematic uncertainties, it was chosen not to combine the projected spectra
presented above. Instead, the projections from CMS are scaled to an integrated luminosity of 6000 fb�1,
providing a proxy estimate of the overall sensitivity of an eventual combination of measurements by
the two experiments. Figure 17 shows the CMS projection at 6000 fb�1, with the same systematic
scaling as for the projection at 3000 fb�1. As expected at very high integrated luminosity, the systematic
uncertainties dominate the statistical ones.

2.4.2 Measurement of pT (H) spectrum in ttH production mode17

This section describes the strategy for measuring the differential pT cross section for Higgs boson pro-
duction in association with at least one top quark, and decaying to photons (ttH + tH, H ! g g ), at the
High-Luminosity LHC with the CMS Phase-2 detector. The H ! g g decay mode provides a final state
in which the decay of the Higgs boson can be fully reconstructed, and a direct measurement of the pT

differential cross-section can be made.
17 Contacts: N. Wardle, J. Langford
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✴ Sensitive to kb/kc at low pt and kt/
BSM at high pt 

✴ Expected precision of ~ 10% for 
pT(H) > 350 GeV, statistically limited
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6. Constraints on anomalous HZZ couplings and the Higgs boson width using on-shell and
off-shell measurements 25

found to have a negligible effect on the results for fa3 cos (fa3) using either on-shell and off-545

shell events combined or only on-shell events, so only scenario S1 is shown. In the case of GH546

limits, theoretical systematics are dominant over experimental ones. The dominant theoretical547

systematic effect comes from the uncertainty in the NLO EW correction on the qq ! 4` simula-548

tion above the 2mZ threshold, but this uncertainty is also expected to be constrained from data549

with an integrated luminosity of 3000 fb�1. Limits on GH are also given for an approximate550

S2 in which the experimental systematics are not reduced, while the theoretical systematics551

are halved with respect to S1. The 10% additional uncertainty applied on the QCD NNLO K552

factor on the gg background process is kept the same in this approximated S2 in order to re-553

main conservative on the understanding of these corrections on this background component.554

It is also noted that the uncertainties on the signal and background QCD NNLO K factors are555

smaller in the Run 2 analysis [47] than in previous projections using Run 1 data [48]. Since the556

limits in either fa3 cos (fa3) or GH are still dominated by statistics, projections are only shown557

for 3000 fb�1.558

Table 10: Summary of the 95% CL intervals for fa3 cos (fa3), under the assumption GH = GSM
H ,

and for GH under the assumption fai = 0 for projections at 3000 fb�1. Constraints on
fa3 cos (fa3) are multiplied by 104. Values are given for scenarios S1 (with Run 2 systematic
uncertainties [47]) and the approximate S2 scenario, as described in the text.

Parameter Scenario Projected 95% CL interval
fa3 cos (fa3) ⇥ 104 S1, only on-shell [�1.8, 1.8]
fa3 cos (fa3) ⇥ 104 S1, on-shell and off-shell [�1.6, 1.6]

GH ( MeV) S1 [2.0, 6.1]
GH ( MeV) S2 [2.0, 6.0]

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
4 10×) a3φ cos(a3f

0

2

4

6

q

)H
SMΓ=HΓOn-shell + off-shell (

Only on-shell

 (13 TeV)-13000 fb

CMS Projection

w/ Run 2 syst. uncert.

68% CL

95% CL

1 2 3 4 5 6 7
 (MeV)HΓ

0

5

10

15

q

=0)
ai

w/ YR18 syst. uncert. (f

=0)
ai

w/ Run 2 syst. uncert. (f

=0)
ai

w/ Stat. uncert. only (f

 (13 TeV)-13000 fb

CMS Projection

68% CL

95% CL

Figure 17: Likelihood scans for projections on fa3 cos (fa3) (left) and GH (right) at 3000 fb�1.
On the left plot, the scans are shown using either the combination of on-shell and off-shell
events (red) or only on-shell events (blue). The dashed lines represent the effect of removing all
systematic uncertainties. In the right plot, scenarios S2 (solid magenta) and S1 (dotted red) are
compared to the case where all systematics (dashed black) are removed. The dashed horizontal
lines indicate the 68% and 95% CLs. The fa3 cos (fa3) scans assume GH = GSM

H , and the GH scans
assume fai = 0.

MASS & WIDTH 

Width:  Direct measurement will be challenging also with HL-LHC statistics. 
Probe New Physics in the Higgs domain at large momenta 

✴ 4L Onshell and Offshell: 20% precision at 68% CL combining CMS+ATLAS 

✴ From couplings: ΓH 5% precision at 95% CL, but model dependent (kV<1 and 
Bunt=0) 

✴ Diphoton interference study, only weaker constraints

!19

✴ Mass: most precise measurement using H->ZZ->4μ, 2e2μ events. Reach of 
10-20 MeV precision plausible goal dependent on future improvements on 
muon momentum measurements. 
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Fig. 106: Likelihood scans for projections on �H at 3000 fb
�1 [139]. Scenarios S2 (solid magenta) and

S1 (dotted red) are compared to the case where all systematics (dashed black) are removed. The dashed
horizontal lines indicate the 68% and 95% CLs.

– The background to signal k-factor ratio RB
H(mZZ) uncertainty, two benchmarks are considered:

10% and 30%.

The expected precision on �H at 3000 fb
�1 is 4.2+1.5

�2.1 MeV as shown in Fig. 107. It is more conservative
than the CMS result, and the cause of it was discussed above.
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Fig. 107: Likelihood scans on µo↵�shell with and without systematic uncertainties. The error on µ is
computed at the 1� level and the uncertainty on RB

H(mZZ) is set to 30%.

In conclusion, it is reasonable to believe the realistic precision from ATLAS at 3000 fb
�1 will be

better than the number above. Using the CMS numbers, we con estimate that with CMS and ATLAS
measurements combined, the precision on the width can reach 4.1+0.7

�0.8 MeV.
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– The background to signal k-factor ratio RB
H(mZZ) uncertainty, two benchmarks are considered:

10% and 30%.

The expected precision on �H at 3000 fb
�1 is 4.2+1.5

�2.1 MeV as shown in Fig. 107. It is more conservative
than the CMS result, and the cause of it was discussed above.
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In conclusion, it is reasonable to believe the realistic precision from ATLAS at 3000 fb
�1 will be

better than the number above. Using the CMS numbers, we con estimate that with CMS and ATLAS
measurements combined, the precision on the width can reach 4.1+0.7

�0.8 MeV.
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☞See presentation by M. Cepeda
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HIGGS INVISIBLE WIDTH 

✴ Connection between Higgs & Dark 
Matter  
✴ Run2 Limit ~20% @ 95%CL (in both experiments 

sensitivity dominated by the VBF channel) 

✴ From the global coupling fit          BBSM 
< 2.5% @ 95% CL if BBSM ≥ 0 (any 
invisible or undetected states):    

✴ Prospects of direct searches @14TeV: 

✴ In the VBF case: full reoptimization 
of the analysis at 200PU to study 
how to handle the impact of PU in 
MET 

!20

VH: ATLAS, 2013: <8% @ 95%CL  

VBF: CMS, 2018: <3.8% @ 95%CL 
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RARE DECAYS AND COUPLINGS

✴ Indirect constraints will 
complement the direct searches 
(eg from differential distributions, 
off-shell couplings, or from the 
global coupling fits) 

✴ The combined LHC 
(ATLAS+CMS+LHCb) reach for 
kappa_c could reach the 1% level 

!21
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projected coupling limit
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HL-LHC projection 3000 fb�1

global (95% CL)

direct search (95% CL)

kinematic (95% CL)

width (o↵-shell, 68% CL)

width (int., 95% CL)

exclusive (95% CL)

✴ Hμμ: Probe coupling to 2nd 
generation —> prospects for cross 
section and coupling measurement 
→ 8% & 5% uncertainty@3000fb-1 
respectively

μ(ZH, Hcc, ATLAS)<6.3 @ 95% CL, 
3000fb-1, 14 TeV (Best fit: Δμ=3.2)
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DI-HIGGS@HL-LHC 
✴ σ~ 39.5 fb@14TeV  → HL-LHC benchmark 

✴ Access the H self-coupling λ 

✴ Low cross section:  destructive interference 

✴ Expanding list of final states w. Run2 & extrapolated to HL-LHC 

!22

✴Combined significance of a single experiment ~3 standard deviations 

✴Combining the ATLAS and CMS results a significance of 4 standard 
deviation can be achieved (including systematic uncertainties). 

☞See presentation  
by E. Petit



ELECTROWEAK PRECISION 
MEASUREMENTS 
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PRECISION SM PHYSICS FOR THE HL-LHC
✴ Only moderate increase in energy …but incredibly large statistics: 

many bosons, many tops! 

!24

➤ Renewed recognition of importance of Standard model 
measurements for their contribution to EWPO fits


➤ Engagement of theory community to match experimental 
precision

➤ Need to improve our 
understanding of systematic 
uncertainties and their interplay


➤ Improve techniques for 
uncertainty mitigation


➤ High precision differential 
measurements


➤ Era of ‘dark’ corners of phase 
space (BSM sensitivity in the 
tails!)



PA
TR

IZ
IA

 A
ZZ

I -
 IN

FN
 P

AD
O

VA
 

VECTOR BOSON PROCESSES

✴ Vector boson scattering 
✴ Sensitive to anomalous EWK couplings and effects from new 

physics at higher scales  

✴ dim-8 EFT operators interpretation  

✴ Distinct signature in the detector allows to mitigate effects 
from large PU, large statistics allows a comprehensive study in 
every channel 

✴ 3σ Evidence for longitudinal polarization component VLVL can 
be achieved combining channels and experiments 

!25

Table 1. Expected precision and
significance for the measurement of
several EW multiboson processes [1].

Process W
±

W
±

WZ WV ZZ WWW WWZ WZZ

Final state `±`±jj 3`jj `jjjj 4`jj 3`3n 4`2n 5`n
Precision 6% 6% 6.5% 10–40% 11% 27% 36%
Significance > 5s > 5s > 5s > 5s > 5s 3.0s 3.0s

2.2 sin2 qeffsin2 qeffsin2 qeff, mWmWmW and mtopmtopmtop

The current world average of the weak mixing angle sin2 qeff = 0.23153 ± 0.00016 is dominated by determinations based on
data from LEP and from SLD. Those determinations, however, differ by over 3 s.d.. A precision extraction using HL-LHC data
can help settle this long-standing issue, giving insight into the source of tension between LEP and SLD, whether this is the result
of systematics, or of new physics. The statistical precision of sin2 qeff measurements with ATLAS, CMS and LHCb will be
better than 5 ·10�5. The overall uncertainty will remain dominated by the PDFs, which can be reduced to 10�16 ·10�5 using
in situ constraints, with an overall uncertainty below 18 ·10�5. The PDF uncertainty on sin2 qeff can be reduced by 10%�25%
using the global fits to HL-LHC data, as discussed in Sec. 4.1. Data from the LHeC collider would have the potential to reduce
the PDF uncertainties by an additional factor of 5.

Another key target of the LHC is to improve the knowledge of the W boson mass, mW . The HL-LHC will greatly reduce
the systematics, by limiting the PDF sensitivity via the extended leptonic coverage |h | < 4, and via its own PDF constraints.
Dedicated low-pileup runs will provide the required conditions to optimize the reconstruction of missing transverse momentum,
and five to ten weeks of data taking in the course of the HL-LHC will lead to a statistical precision of about 3 MeV. Experimental
systematic uncertainties are largely of statistical nature, and with adequate efforts and exploiting the full available data sample,
their impact can be maintained at a level similar to the statistical uncertainty. Assuming the extended lepton coverage allowed
by the HL-LHC detectors, the impact of PDF uncertainties on the mW measurement, using today’s PDF sets, would amount to
5-8 MeV. These uncertainties are further reduced to about 4 MeV when using the HL-LHC ultimate PDF set (Sec. 4.1), leading
to an overall HL-LHC target of DmW = ±6 MeV. LHeC measurements could further reduce the PDF systematics to 2 MeV.

The projections for the top mass measurements are collected in Table 2. With a mostly negligible statistical uncertainty, they
reflect the anticipated measurement and modeling systematics, but do not include the uncertainty in the interpretation in terms of
a theoretically well defined mass (see the discussion in Ref. [1]). Progress here will be driven by future theoretical developments,
supported by the large amount of data and of probes of the top mass subject to independent theoretical systematics.

Table 2. Projected total uncertainties on the
top quark mass, obtained with different
methods. From Ref. [1].

Method: tt̄ lepton+jets t-channel single top mSV ` J/y stt̄

Dmtop (GeV): 0.17 0.45 0.62 0.50 1.2

3 Flavour physics
The LHCb experiment has demonstrated emphatically that the LHC is an ideal laboratory for a comprehensive programme
of flavour physics. The LHCb Upgrade II, combined with the enhanced B-physics capabilities of the Phase II upgrades of
ATLAS and CMS, will enable a wide range of flavour observables to be determined at HL-LHC with unprecedented precision,
complementing and extending the reach of Belle II, and of the high-pT physics programme. Some highlights are given here,
see Ref. [4] for a comprehensive overview.

3.1 Testing CKM unitarity
The unitary nature of the CKM matrix, and the assumptions of the SM, impose nontrivial relations between the CKM elements,
implying the closure of the vertices of the standard unitarity triangle, Fig. 4. The angle g can be extracted with small
experimental and theoretical systematics, but is the least well known (±5�), due to statistics. LHCb Upgrade II will improve
the precision by an order of magnitude, or better. The precision measurement of the Bs weak mixing phase will be another
highlight of the programme. The expected precision on f cc̄s

s
at the end of the HL-LHC period will be ⇠ 5 mrad for ATLAS and

CMS, and ⇠ 3 mrad for LHCb . This will be at the same level as the current precision on the indirect determination based
on the CKM fit using tree-level measurements. The anticipated impact of these improvements can be seen in Fig. 4. The
increased sensitivity will allow for extremely precise tests of the CKM paradigm. In particular, it will permit the tree-level
observables, which provide SM benchmarks, to be assessed against those with loop contributions, which are more susceptible
to new physics.

3.2 Bottom quark probes of new physics and prospects for B-anomalies
The flavour-changing neutral current (FCNC) transitions b ! s(d)`+`+ provide some of the most sensitive probes of new
physics. For most of the corresponding observables, this sensitivity is statistics limited. The HL-LHC, combining ATLAS, CMS
and LHCb Upgrade II, is the only facility with the potential to distinguish between some plausible new physics scenarios. As an
example, Fig. 5 shows the potential sensitivity to the C9 and C10 Wilson coefficients, illustrating scenarios with modifications
of just C9 (vector current) and of both C9 = �C10 (pure left-handed current). The fits use the measurements of the branching

4
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! W-mass is a key parameter of the standard  
model, and we need to invest effort in its  
measurement with the objective of reaching  
ΔmW ~ 5 MeV 

! i.e. below the precision of the indirect determination

! Uncertainty breakdown for ATLAS 7 TeV measurement:

�2

Motivation and recap

 [GeV] tm
165 170 175 180 185

 [G
eV

]
W

m

80.25

80.3

80.35

80.4

80.45

80.5 ATLAS  0.019 GeV± = 80.370 Wm
 0.70 GeV± = 172.84 tm
 0.24 GeV± = 125.09 Hm

t and mW68/95% CL of m

68/95% CL of Electroweak
t and mW Fit w/o m

 (Eur. Phys. J. C 74 (2014) 3046)

EWK PRECISION MEASUREMENTS -  W MASS

✴ W and top mass are key parameters of the SM  
✴ Motivation for low PileUp run: 200 pb-1 of Low PU data (μ~2) at 14 TeV  

✴ 5-10 weeks of running —> ~3MeV (stat only)  

✴ Exp syst assumed to be at same level of Stat uncertainty  

✴ PDF unc ~4MeV with ultimate PDF)  

✴ Goal Δm(W)~6MeV (extended coverage+combination+ultimate PDF)  
✴ PDF syst can go down to ~2MeV with LHeC PDF set

!26
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EWK PRECISION MEASUREMENTS -  TOP MASS

✴ The methods that can be employed for the top mass 
reconstruction are characterized by different experimental 
and theoretical issues and uncertainties.  

✴ High statistics allows new methods to become competitive  

✴ different systematics effects  

✴ Theoretical advances in the contribution to the 
uncertainties have a major role in the ability to reach the 
ultimate precision at a hadron collider 

!27

Limited by theory uncertainty 
and luminosity measurement

Table 1. Expected precision and
significance for the measurement of
several EW multiboson processes [1].

Process W
±

W
±

WZ WV ZZ WWW WWZ WZZ

Final state `±`±jj 3`jj `jjjj 4`jj 3`3n 4`2n 5`n
Precision 6% 6% 6.5% 10–40% 11% 27% 36%
Significance > 5s > 5s > 5s > 5s > 5s 3.0s 3.0s

2.2 sin2 qeffsin2 qeffsin2 qeff, mWmWmW and mtopmtopmtop

The current world average of the weak mixing angle sin2 qeff = 0.23153 ± 0.00016 is dominated by determinations based on
data from LEP and from SLD. Those determinations, however, differ by over 3 s.d.. A precision extraction using HL-LHC data
can help settle this long-standing issue, giving insight into the source of tension between LEP and SLD, whether this is the result
of systematics, or of new physics. The statistical precision of sin2 qeff measurements with ATLAS, CMS and LHCb will be
better than 5 ·10�5. The overall uncertainty will remain dominated by the PDFs, which can be reduced to 10�16 ·10�5 using
in situ constraints, with an overall uncertainty below 18 ·10�5. The PDF uncertainty on sin2 qeff can be reduced by 10%�25%
using the global fits to HL-LHC data, as discussed in Sec. 4.1. Data from the LHeC collider would have the potential to reduce
the PDF uncertainties by an additional factor of 5.

Another key target of the LHC is to improve the knowledge of the W boson mass, mW . The HL-LHC will greatly reduce
the systematics, by limiting the PDF sensitivity via the extended leptonic coverage |h | < 4, and via its own PDF constraints.
Dedicated low-pileup runs will provide the required conditions to optimize the reconstruction of missing transverse momentum,
and five to ten weeks of data taking in the course of the HL-LHC will lead to a statistical precision of about 3 MeV. Experimental
systematic uncertainties are largely of statistical nature, and with adequate efforts and exploiting the full available data sample,
their impact can be maintained at a level similar to the statistical uncertainty. Assuming the extended lepton coverage allowed
by the HL-LHC detectors, the impact of PDF uncertainties on the mW measurement, using today’s PDF sets, would amount to
5-8 MeV. These uncertainties are further reduced to about 4 MeV when using the HL-LHC ultimate PDF set (Sec. 4.1), leading
to an overall HL-LHC target of DmW = ±6 MeV. LHeC measurements could further reduce the PDF systematics to 2 MeV.

The projections for the top mass measurements are collected in Table 2. With a mostly negligible statistical uncertainty, they
reflect the anticipated measurement and modeling systematics, but do not include the uncertainty in the interpretation in terms of
a theoretically well defined mass (see the discussion in Ref. [1]). Progress here will be driven by future theoretical developments,
supported by the large amount of data and of probes of the top mass subject to independent theoretical systematics.

Table 2. Projected total uncertainties on the
top quark mass, obtained with different
methods. From Ref. [1].

Method: tt̄ lepton+jets t-channel single top mSV ` J/y stt̄

Dmtop (GeV): 0.17 0.45 0.62 0.50 1.2

3 Flavour physics
The LHCb experiment has demonstrated emphatically that the LHC is an ideal laboratory for a comprehensive programme
of flavour physics. The LHCb Upgrade II, combined with the enhanced B-physics capabilities of the Phase II upgrades of
ATLAS and CMS, will enable a wide range of flavour observables to be determined at HL-LHC with unprecedented precision,
complementing and extending the reach of Belle II, and of the high-pT physics programme. Some highlights are given here,
see Ref. [4] for a comprehensive overview.

3.1 Testing CKM unitarity
The unitary nature of the CKM matrix, and the assumptions of the SM, impose nontrivial relations between the CKM elements,
implying the closure of the vertices of the standard unitarity triangle, Fig. 4. The angle g can be extracted with small
experimental and theoretical systematics, but is the least well known (±5�), due to statistics. LHCb Upgrade II will improve
the precision by an order of magnitude, or better. The precision measurement of the Bs weak mixing phase will be another
highlight of the programme. The expected precision on f cc̄s

s
at the end of the HL-LHC period will be ⇠ 5 mrad for ATLAS and

CMS, and ⇠ 3 mrad for LHCb . This will be at the same level as the current precision on the indirect determination based
on the CKM fit using tree-level measurements. The anticipated impact of these improvements can be seen in Fig. 4. The
increased sensitivity will allow for extremely precise tests of the CKM paradigm. In particular, it will permit the tree-level
observables, which provide SM benchmarks, to be assessed against those with loop contributions, which are more susceptible
to new physics.

3.2 Bottom quark probes of new physics and prospects for B-anomalies
The flavour-changing neutral current (FCNC) transitions b ! s(d)`+`+ provide some of the most sensitive probes of new
physics. For most of the corresponding observables, this sensitivity is statistics limited. The HL-LHC, combining ATLAS, CMS
and LHCb Upgrade II, is the only facility with the potential to distinguish between some plausible new physics scenarios. As an
example, Fig. 5 shows the potential sensitivity to the C9 and C10 Wilson coefficients, illustrating scenarios with modifications
of just C9 (vector current) and of both C9 = �C10 (pure left-handed current). The fits use the measurements of the branching

4

Standard àℓ+jets measurement Statistically dominated
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 EWK PRECISION MEASUREMENTS -  SIN2ΘW!28

✴ Statistical uncertainty of single experiment better than 5*10-5 

✴ Strong benefit from extended eta coverage of upgraded detectors

Table 27: The value of sin2 ✓lept
eff with the breakdown of uncertainties from the ATLAS preliminary

results at
p
s = 8 TeV with 20 fb�1 [499] is compared to the projected sin2 ✓lept

eff measurements with
3000 fb�1 of data at

p
s = 14 TeV for two PDF sets considered in this note. All the numbers values

are given in units of 10�5. Note that other sources of systematic uncertainties, such as the impact of the
MC statistical uncertainty, evaluated in Ref. [499] are not considered in this prospect analysis. For the
HL-LHC prospect PDFs the "ultimate" scenario is chosen.

ATLAS
p
s = 8 TeV ATLAS

p
s = 14 TeV ATLAS

p
s = 14 TeV

L [fb�1] 20 3000 3000
PDF set MMHT14 CT14 PDF4LHC15HL�LHC

sin2 ✓lept
eff [⇥10

�5
] 23140 23153 23153

Stat. ± 21 ± 4 ± 4
PDFs ± 24 ± 16 ± 13
Experimental Syst. ± 9 ± 8 ± 6
Other Syst. ± 13 - -
Total ± 36 ± 18 ± 15

Drell-Yan measurements performed with the data collected during the high luminosity phase of the LHC
and at the LHeC collider.

4.4.6 The global EW fit22

The measurement of the Higgs Boson mass (MH ) at the Large Hadron Collider (LHC) has provided the
last input to the global fit of electroweak (EW) precision observables (EWPO), which can now be used
to effectively constrain new physics. Moreover, the measurement of Higgs-boson production and decay
rates that is at the core of the physics program of the LHC Run-2 will further constrain those interactions
that directly affect Higgs-boson physics.
The HL-LHC will have the potential to provide more constraining bounds on new physics via the global
fit to EWPO and Higgs data, thanks to the higher precision it will reach both in the measurement of
some of the crucial input parameters of global EW fits (e.g. MW , mt, MH , and sin2 ✓lepte↵ ), and in
the measurement of Higgs-boson total and differential rates. In this study the reach of the HL-LHC in
constraining new physics is explored via a global fit to EWPO. Earlier studies on the prospects for the
LHC were performed in [500, 501].
In the following, details are provided first on the parameters and procedure of the global EW fit. Next
the results are interpreted within the Standard Model (SM). Finally, the EW fit is used to constrain new
physics beyond the SM. The results are presented for both the current data and the projections in the
HL-LHC scenario.
The global fit of EWPO is performed using the HEPFIT package [502], a general tool to combine direct
and indirect constraints on the SM and its extensions in any statistical framework. The default fit proce-
dure, used here, follows a Bayesian statistical approach and uses BAT (Bayesian Analysis Toolkit) [503].
Flat priors are used for all input parameters, and the likelihoods are built assuming Gaussian distributions
for all experimental measurements. The output of the fit is therefore given as the posterior distributions
for each input parameters and observables, calculated using a Markov Chain Monte Carlo method.
All EWPO are calculated as a SM core plus corrections. The SM core includes all available higher-order

22Contribution by J. de Blas, M. Ciuchini, E. Franco, S. Mishima, M. Pierini, L. Reina, and L. Silvestrini.
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CMS Phase-2 Simulation Preliminary

Fig. 44: Forward-backward asymmetry distribution, AFB(Mµµ, Yµµ), in dimuon events at
p
s = 8 TeV

and 14 TeV. The distributions are made with POWHEG event generator using NNPDF3.0 PDFs and
interfaced with PYTHIA v8 for parton-showering, QED final-state radiation (FSR) and hadronization.
Following acceptance selections are applied to the generated muons after FSR: |⌘| < 2.4 (or |⌘| < 2.8),
pleadT > 25 GeV, ptrailT > 15 GeV. The error bars represent the statistical uncertainties for the integrated
luminosities corresponding to 19 fb�1 at

p
s = 8 TeV and 3000 fb�1 at

p
s = 14 TeV.

distributions are too sparse compared to the statistical uncertainties. Therefore, the PDF uncertainties
after the Bayesian reweighting are estimated by extrapolating from the lower values of integrated lumi-
nosities.
The corresponding values for various luminosities at CMS are summarized in Table 26. One can see
from the table that with the extended pseudorapidity coverage of |⌘| < 2.8, the statistical uncertainties
are reduced by about 30% and the PDF uncertainties are reduced by about 20%, compared to |⌘| < 2.4
regardless of the target integrated luminosity and for both nominal and constrained PDF uncertainties.
The LHCb detector has coverage in the pseudorapidity range 2 < ⌘ < 5 and expects to install its
‘Upgrade II’ in Long Shutdown 4. Following this upgrade, LHCb will collect at least 300 fb�1 of data,
allowing high precision measurements. The forward acceptance of LHCb brings a number of benefits
in measurements of sin2 ✓lept

eff at the LHC. The lower level of dilution in the forward region results in a
larger sensitivity to sin2 ✓lept

eff and the PDF effects are (in relative terms) smaller, providing both statistical
precision in measurements of the weak mixing angle and a reduction in PDF uncertainties. In addition,
LHCb does not simply probe forward rapidities of the Z boson: the leptons themselves are located over
a significant range of rapidities, allowing extremal values of cos ✓⇤ to be probed, increasing sensitivity to
the weak mixing angle. Finally, LHCb has the ability to select events at low momentum using a flexible
full software trigger and real time analysis scheme (from Run-3 onwards). It is therefore foreseen that
the LHCb Upgrade II will be able to select Z boson decays where one lepton has transverse momentum
above 20 GeV, while the other lepton has a transverse momentum above 5 GeV. Such low thresholds
again increase the sensitivity to asymmetric events at high | cos ✓⇤|. In addition to the advantages of the

83

✴ with LHeC reduction of PDF syst of additional x5
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SUMMARY!29
illustrated in Fig. 46 where one can see the comparison between direct (i.e. experimental) and indirect
constraints on the fit input parameters given for both the current and HL-LHC scenarios in the MW vs.
mt and the MW vs. sin2 ✓lepte↵ planes respectively.

[GeV]WM
80.3 80.35 80.4 80.45

[G
eV

]
t

m

170

180

190

HEP fit

68% and 95% prob. contours

t
, mWFit w/o M

HL-LHC projections

Full Fit (Current)

HL-LHC projections

Full Fit (HL-LHC)

HL-LHC projections

 0.4 GeV±= 172.8 tm

 0.007 GeV±= 80.379 WM

80.25 80.3 80.35 80.4

[GeV]WM

0.231

0.2315

0.232

0.2325

0.233

le
pt

ef
f

θ2
si

n

HEP fit

68% and 95% prob. contours

H
), meffθ(2, sinWFit w/o M
)effθ(2, sinWFit w/o M

Full Fit (Current)
Full Fit (HL-LHC)

HL-LHC projections

 0.00015±= 0.23143 lept
effθ 2sin

 0.007 GeV±= 80.379 WM

Fig. 46: Comparison of the indirect constraints on MW and mt with the current experimental mea-
surements and the expected improvements at the HL-LHC (left). The same in the MW -sin2 ✓lepte↵ plane
(right).

The EWPO, being measured in processes mediated by the exchange of a Z or W boson, are extremely
sensitive to any new physics that modifies the propagation of such particles. This results in a universal
modification of the interactions between the EW gauge bosons and the SM fermions, which, from the
point of view of EWPO, can be described in terms of only three parameters: the well-known S, T , and
U oblique parameters [521]. The study of the constraints on the S, T , and U parameters is one of the
classical benchmarks in the study of EW precision constraints on new physics, and it is well motivated
from a theory point of view, within the context of universal theories. The results of the fit to the S, T ,
and U parameters are given in Table 29. The results are presents in terms of the full (S,T ,U ) fit and also
assuming U = 0, which is motivated in theories where EW symmetry breaking is realised linearly, since
in that case U ⌧ S, T . In both cases the current constraints are compared with the expected precision at
the HL-LHC, which, in some cases, could improve the sensitivity to such new physics effects by up to
⇠ 30%. The results for the ST fit (U = 0) are shown in Fig. 47, illustrating also the constraints imposed
by the different EWPO.

Table 29: Results of the fit for the oblique parameters S, T , U ; and S, T (U = 0). Projections for the
uncertainties at the HL-LHC are given in the last column.

Result Correlation Matrix Precision at HL-LHC
S 0.04± 0.10 1.00 0.09
T 0.08± 0.12 0.90 1.00 0.12
U 0.00± 0.09 �0.62 �0.84 1.00 0.08
S 0.04± 0.08 1.00 0.06
T 0.08± 0.06 0.90 1.00 0.05

(U = 0)

As stressed above, the STU parameterisation only describes universal deformations with respect to
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✴ Careful studies and projections for the physics at the HL-LHC we have shown:   

✴ we have designed amazing detectors that will be able to fully mitigate the 
200PU conditions 

✴ we can expand the knowledge of the SM with improved precision and the 
observation of new processes that become accessible 

✴ we can expand the search for BSM physics with tools that allow to probe 
new and unusual processes 

✴We believe the extrapolations have been made on solid assumptions, and we 
are ready to see even bigger improvement once the data comes! 
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Precision physics at the HL-LHC?
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Phase-II Pile-up Mitigation
CERN-LHCC-2017-005

17N.Pettersson (UMass)

2%

2017-10-30

• Utilise tracking and vertexing information to aid jet and MET 
reconstruction via pile-up suppression
◄Extended coverage of the tracker improves the capabilities to 

identify pile-up jets
• 𝑅𝑝𝑇 defined as the scalar sum of pT of tracks within the jet-

cone and associated to the HS vertex divided by the jet pT
◄Small values correspond to a low fraction of tracks from the HS and 

have high probability of being  pile-up jets
• ITk helps reduce the pile-up jets by a factor of 50

◄Translates into 2% efficiency for pile-up jet
◄Studies here and in the following slides use no timing 

information

• Assuming a factor 50 pile-up rejections yields 
◄84%, 80% and 75% efficiency for HS jets for 

|η| < 1.5, 1.5 < |η| < 2.9 and 2.9 < |η| < 3.8 respectively

12

Figure 19: The efficiency for identifying prompt muons from Drell-Yan events and non-prompt
muons from tt events using charged isolation is shown, with and without precision timing from
the MTD for charged particles. Tracks entering the isolation sum are associated to the signal
vertex within a window of |Dz| < 1 mm, and |Dt| < 3s(t) in the case of precision timing, where
the nominal timing resolution is 30 ps. The bottom panel shows the non-prompt efficiency ratio
of the MTD divided by no MTD, at constant prompt muon efficiency. The right panel shows the
prompt muon efficiency ratio of the MTD divided by no MTD, at constant non-prompt muon
efficiency. Taken from Ref. [4].

Figure 20: Left: The efficiency for identifying prompt muons from Drell-Yan events and non-
prompt muons from tt events using charged isolation is shown as a function of PU density,
with and without precision timing for charged particles. Tracks entering the isolation sum
are associated to the signal vertex within a window of |Dz| < 1 mm, and |Dt| < 3s(t) in the
case of precision timing, where the nominal timing resolution is 30 ps. Right: The efficiency
for identifying prompt muons with different assumptions for the precision timing resolution is
shown, where the track-vertex association criteria with timing is always |Dt| < 3s(t). Taken
from Ref. [4].

• Studies of detector performance with fully simulated Monte Carlo samples in 
HL-LHC conditions allow us to have an understanding of the expected future 
performance of the detectors. 


• These studies, performed extensively in 2017 for the ATLAS&CMS Technical 
Design Reports, are critical to support our updated physics prospects (both 
those based on projections of Run2 analysis and those directly using fast/
parameterized simulations of the HL-LHC performance)
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DETECTOR PERFORMANCE

✴ Maintain performance similar or better than Run 2 

✴ Effective pileup mitigation & extended capabilities with new 
algorithms
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Phase-II Pile-up Mitigation
CERN-LHCC-2017-005

17N.Pettersson (UMass)

2%

2017-10-30

• Utilise tracking and vertexing information to aid jet and MET 
reconstruction via pile-up suppression
◄Extended coverage of the tracker improves the capabilities to 

identify pile-up jets
• 𝑅𝑝𝑇 defined as the scalar sum of pT of tracks within the jet-

cone and associated to the HS vertex divided by the jet pT
◄Small values correspond to a low fraction of tracks from the HS and 

have high probability of being  pile-up jets
• ITk helps reduce the pile-up jets by a factor of 50

◄Translates into 2% efficiency for pile-up jet
◄Studies here and in the following slides use no timing 

information

• Assuming a factor 50 pile-up rejections yields 
◄84%, 80% and 75% efficiency for HS jets for 

|η| < 1.5, 1.5 < |η| < 2.9 and 2.9 < |η| < 3.8 respectively

Phase-II MET Resolution

2017-10-30 19

CERN-LHCC-2017-005

N.Pettersson (UMass)

• 𝐸𝑇𝑚𝑖𝑠𝑠 computed as the vector sum of 
high momentum objects and soft term 
from low momentum particles
◄Soft-term calculated from tracks 

associated to the HS vertex

• Good capabilities to identify pile-up 
tracks are critical 𝐸𝑇𝑚𝑖𝑠𝑠 calculation
◄Extended tracker coverage from the ITk 

from |η| < 2.7 to |η| < 4.0 demonstrates 
30% improvements on the 𝐸𝑥,𝑦𝑚𝑖𝑠𝑠 resolution
◄Mainly owning to pile-up suppression
◄But also small gain via the soft-term

2. Object performance 17

Figure 30: The secondary vertex tagging misidentification probability as a function of the b-
tagging efficiency, for light and charm jets for |h| < 1.5 (left) and for 1.5 < |h| < 3.0 (right).
Results with and without precision timing are compared to the 0 PU case. Taken from Ref. [4].

Figure 31: The efficiency of b jet tagging (left) and the the light jet misidentification probability
(right) are shown as a function of PU density, with and without the MTD, assuming a timing
resolution of 30 ps. The efficiency is computed on tt events for a fixed misidentification prob-
ability on QCD multijet events of light parton jets (udsg) of 0.01. The misidentification proba-
bility is shown for a fixed b jet identification efficiency of 0.70. Linear fits are superimposed for
the barrel and endcap pseudorapidity regions. Taken from Ref. [4].

12

Figure 19: The efficiency for identifying prompt muons from Drell-Yan events and non-prompt
muons from tt events using charged isolation is shown, with and without precision timing from
the MTD for charged particles. Tracks entering the isolation sum are associated to the signal
vertex within a window of |Dz| < 1 mm, and |Dt| < 3s(t) in the case of precision timing, where
the nominal timing resolution is 30 ps. The bottom panel shows the non-prompt efficiency ratio
of the MTD divided by no MTD, at constant prompt muon efficiency. The right panel shows the
prompt muon efficiency ratio of the MTD divided by no MTD, at constant non-prompt muon
efficiency. Taken from Ref. [4].

Figure 20: Left: The efficiency for identifying prompt muons from Drell-Yan events and non-
prompt muons from tt events using charged isolation is shown as a function of PU density,
with and without precision timing for charged particles. Tracks entering the isolation sum
are associated to the signal vertex within a window of |Dz| < 1 mm, and |Dt| < 3s(t) in the
case of precision timing, where the nominal timing resolution is 30 ps. Right: The efficiency
for identifying prompt muons with different assumptions for the precision timing resolution is
shown, where the track-vertex association criteria with timing is always |Dt| < 3s(t). Taken
from Ref. [4].
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plots, more 
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Systematics in “truth-based” projections

● Parametrized detector performance or delphes “reconstruction” 
− more rarely full-simulation samples too 
− allows re-optimization of selections and direct usage of parametrized 

performance of upgraded detector 

● Consider leading systematic uncertainties if dominant over stat. 
− Applied shifting “reconstructed” quantities and assessing impact  

  
● Non-trivial extrapolation 

to run-2 “inaccessible”  
regions/features 

− detector capabilities 
(timing, ...) 

− kinematics  
(large h tracking, high pT,...)

JHEP01 (2018) 126

https://doi.org/10.1007/JHEP01(2018)126


Method/Modeling uncertainties
● Expected background often constrained in dedicated control regions 
● Extrapolation from control to signal region: 

− MC prediction → modeling uncertainty 
− entirely data-driven methods → check assumptions often in MC 

● In both cases expect: 
− closure of method → harder to predict, keep same 
− statistics in control region → ~sqrt(L) 
− theory uncertainty critical → halved 
−  

Var 2

Var 1 Signal 
region 

(D)

Control region 
C

Control 
region 

A

Control  
region 

B

D = C * A / B

● Theorists' input crucial on a case by case
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SYSTEMATIC UNCERTAINTIES ( I I )

See	https://twiki.cern.ch/twiki/bin/view/LHCPhysics/HLHELHCCommonSystematics	
for	more	details

!35

11/1/18
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SYSTEMATIC UNCERTAINTIES ( I I I )

Integrated luminosity uncertainty already dominant in some SM measurements 
Dominant for HL-LHC SM analyses. Sub-leading only if at the ~1% level 

LHC-wide integrated luminosity uncertainty target agreed upon 
Luminosity: 1.0%  precision (and no worse than 1.5%) to fully exploit HL-LHC potential

!36

11/1/18



PA
TR

IZ
IA

 A
ZZ

I -
 IN

FN
 P

AD
O

VA
 

TRIGGER PERFORMANCE

✴ Requirements for Trigger and DAQ for CMS-ATLAS:  

✴ L1 latency increase to ~10-12.5μs (~2.5-3.2μs today)  

✴ Readout rate increase to 750-1000kHz (100 kHz today) 

✴ Overall throughput to ~50 Tb/s (~2Tb/s today)  

✴ Rate to permament storage to ~7.5-10kHz (~1kHz today) 

!37

Phase-II Muon Trigger Performance
• The current barrel trigger requires three layer 

coincidence 3/3 in the RPC
◄Holes in coverage caused by magnet supports limit 

trigger acceptance
• Upgrades to barrel will allow for 3/4 instead
◄Increasing acceptance of the barrel trigger from 82% 

to 90%
• Excellent trigger efficiency even in the worst case 

scenario for HL-LHC run conditions
◄HV reduced to maintain the chamber currents

◄Considering a safety limit of a factor of two

N.Pettersson (UMass)

ATL-PHYS-PUB-2016-026
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Efficiency x Acceptance
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Figure 3.4: (Left) Barrel and endcap displaced muon trigger rate reduction factor versus pseu-
dorapidity after applying the lose (solid black squares), medium (open blue squares), and tight
(open red triangles) track-veto requirements. (Right) Efficiencies of the displaced muon algo-
rithm in the barrel for impact parameters between 10–15 cm (solid red circles), 25–30 cm (solid
green squares), and 45–50 cm (solid blue triangles).
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Improve: with 
redundancy and 
new features!

L1 tracking helps reducing 
rates, keeping thresholds 
low, improving efficiency

New region  
for HSCP
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COUPLINGS  -  UNCERTAINTIES !38
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Time evolution 

• Measurements became systematically limited rather fast in almost all cases -> challenge

• Most Coupling modifier uncertainties projected to reach ~4-6% precision by the end of 

Run 3, and 2-4% after 3000 fb-1 at HL-LHC

End of Run3
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DIFFERENTIAL CROSS SECTIONS

✴ Example:  can be 
used to constrain 
the Higgs self 
coupling in an 
alternative way to 
the traditional HH 
analysis

!40

20-40% precision

✴ Additional characterisation of the kinematics of the H 
boson


✴ Rarer production modes (tth) x differential measurements 
provide further insight
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TRI-BOSON PRODUCTION

✴ Complementary to QGC 

✴ Study production of Z bosons 
in association with 2 photons 

✴ Contributions from BSM 
(EFT) in tails

!41

PUB-2013-006 

Sensitivities higher 3σ in WWW, 
WWZ, and WZZ - in progress! 



WW scattering at high energy
❖ In the SM the Z and H exchange diagrams diverge but exactly cancel each other


❖ anomalous couplings, as hints from New Physics, would have dramatic effects 

❖ the total WW scattering/Higgs pair cross section diverge with m4WW,HH

!42
18

= +

W+ W+

W+W+

Z0 H0
(1–a2) E2 / MW2 + ...

E→∞

High-energy WW scattering

∝ E2/MW2 + ... ∝ – a2 E2/MW2 + ...

= +

W+

W–

W (b–a2) E2 / MW2 + ...  
+ threshold terms 
proportional to 
HHH coupling

E→∞

∝ b E2/MW2 + ... ∝ – a2 E2/MW2 + ...

• a=b=1 in the SM
H0

W W

= a ghvvSM = b g2h2vSM

H0 H0

W W

H0

H0

H0

H0

H0

H0

• In general, a,b≠1 and a≠b

W+
W+

W– W–

Precision on a and b:

~30% at HL-LHC 14 TeV

~1% with FCC-hh 100 TeV 

Precision on a: 

~1% with ILC

~ 0.1% with FCC-ee  

FCC-hh


