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• NP: energy frontier has revealed the/a Higgs boson+barren (?) land 
- exquisite control of SM predictions needed to dig up possible new Physics 
- hadronic sector: αs, quark masses, … 

• intensity frontier  
- land of opportunity (LHCb, Belle II, BESIII; NA62, KOTO; (g-2)μ 

programme; nEDM; …) 
- strong interaction effects key 

• is the SM’s CKM mechanism the only source of flavour-
changing interactions and CP violation? is LFU preserved?

why we care

[ATLAS 2019]
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• NP: energy frontier has revealed the/a Higgs boson+barren (?) land 
- exquisite control of SM predictions needed to dig up possible new Physics 
- hadronic sector: αs, quark masses, … 

• intensity frontier  
- land of opportunity (LHCb, Belle II, BESIII; NA62, KOTO; (g-2)μ 

programme; nEDM; …) 
- strong interaction effects key 

• is the SM’s CKM mechanism the only source of flavour-
changing interactions, CP violation? [and: is LFU preserved?]

[Cabibbo PRL 10 (1963) 531]
[Kobayashi, Maskawa Prog. Theor. Phys. 49 (1973) 652]



meeting the challenge from experiment

• heavy quark physics: LHCb, Belle II, BESIII (charm), … 

• kaon physics: NA62, KOTO, …

extremely active experimental programme in coming decade(s):

lattice QCD needs to keep up with experimental precision — and make 
an effort to deliver PREdictions (including new physics).



meeting the challenge from experiment

• heavy quark physics: LHCb, Belle II, BESIII (charm), … 

• kaon physics: NA62, KOTO, …

extremely active experimental programme in coming decade(s):

[Belle II Physics Book, arXiv:1808.10567]

projections — including reduction in theory (lattice) uncertainty:

reconstruction and robustness against higher beam background is shown, which are crit-

ical in assessing the reach of the experiment. New algorithms for flavour tagging, B full

reconstruction, and vertex reconstruction are also presented.

Theory. Fundamentals of flavour interactions and strong interaction dynamics are pre-

sented. A recap of the CKM picture and e↵ective Hamiltonians for flavour interactions is

provided, followed by a detailed assessment of the prospects of lattice QCD calculations over

the coming decade. Finally we provide a primer on resonances, relevant for many hadronic

decay analyses at Belle II.

Semileptonic and leptonic B decays. This chapter presents prospects for leptonic and

semileptonic B decays to electron, muon and tau leptons, summarised in Tables 3 and 4.

There is significant interest in the sensitivity to lepton flavour universality violating (LFUV)

new phenomena, such as a charged Higgs-like coupling to tau leptons, where Belle II can make

substantial advances. The chapter also details the experimental and theoretical advances for

precision measurements of the CKM matrix elements, |Vub| and |Vcb|. Full simulation studies

of Belle II in B ! ⇡`⌫ and B ! ⌧⌫ are presented. It is expected that 5 � discovery level

measurements of B ! ⌧⌫ and B ! µ⌫ are possible with less than 5 ab�1 at SM branching

fractions.

Table 3: Expected errors on several selected observables in leptonic and semileptonic B

decays.

Observables Belle Belle II

(2017) 5 ab�1 50 ab�1

|Vcb| incl. 42.2 · 10�3 · (1 ± 1.8%) 1.2% �
|Vcb| excl. 39.0 · 10�3 · (1 ± 3.0%ex. ± 1.4%th.) 1.8% 1.4%

|Vub| incl. 4.47 · 10�3 · (1 ± 6.0%ex. ± 2.5%th.) 3.4% 3.0%

|Vub| excl. (WA) 3.65 · 10�3 · (1 ± 2.5%ex. ± 3.0%th.) 2.4% 1.2%

B(B ! ⌧⌫) [10�6] 91 · (1 ± 24%) 9% 4%

B(B ! µ⌫) [10�6] < 1.7 20% 7%

R(B ! D⌧⌫) (Had. tag) 0.374 · (1 ± 16.5%) 6% 3%

R(B ! D⇤⌧⌫) (Had. tag) 0.296 · (1 ± 7.4%) 3% 2%

Radiative and Electroweak Penguin B decays. The prospects for flavour changing neutral

current B decays to radiative and rare dilepton final states are presented, summarised in

Tables 5 and 6. There are several clear strengths of the Belle II program: the use of full B

reconstruction allows for precise studies of missing energy decays such as B ! K(⇤)⌫⌫̄ which

should be accessible with the Belle II data set, improved particle identification detectors

will be used for precision studies of b ! d� transitions, inclusive transitions will be studied

through various techniques, and lepton flavour universality violation will be studied thanks

to the low radiation length in the tracking volume allowing for precise reconstruction of

electrons, muons and tau leptons.

28/690



meeting the challenge from experiment

• heavy quark physics: LHCb, Belle II, BESIII (charm), … 

• kaon physics: NA62, KOTO, …

extremely active experimental programme in coming decade(s):

to do list:
• bring precision standards of lattice B-physics to (or below) 1% for 

(semi)leptonic meson decay, as already achieved in kaon sector. 

• ditto, few % in baryon channels, neutral meson mixing. 

• make inroads in multihadron/(broad) resonance final states. 

• long-distance OPE: rare decays, charm CP violation, …
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Flavor physics and lattice QCD

Thus, the processes typically considered for determining the absolute values of the
CKM matrix elements are the following
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Now, to determine the unique CKM matrix phase or, more precisely, the CP vio-
lating parameter J , lattice QCD can have an important impact through the following
processes:
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Flavor physics and lattice QCD

Thus, the processes typically considered for determining the absolute values of the
CKM matrix elements are the following
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Now, to determine the unique CKM matrix phase or, more precisely, the CP vio-
lating parameter J , lattice QCD can have an important impact through the following
processes:
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OPE for weak decays of hadrons
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electromagnetic corrections to hadronic weak matrix elements 
traditionally neglected in lattice studies.

as precision has started to approach percent levels, estimation of e.m. 
effects has become an issue.
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lattice QCD

first-principles approach = control all systematic uncertainties

• spacetime = Euclidean lattice 

• allows to define path integral rigorously 
and compute it via Monte Carlo methods 

• QCD recovered by removing cutoffs at 
physical kinematics 

• values of Lagrangian parameters fixed by 
Nf+1 hadron masses/decay constants — 
everything else are predictions

LQCD = � 1

2g2
tr [Fµ⌫F

µ⌫ ] +

NfX

q=1

 ̄q
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i /D �mq

⇤
 q+
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32⇡2
✏µ⌫⇢�tr [Fµ⌫F⇢�]

| {z }
/CP

Lattice sizes, quark masses, . . .

Systematic limitations

Lattice-spacing and finite-volume
e�ects

The light-quark mass m is larger
than the physical one

a

L

Available range of a, L,m must be such that the results can be
extrapolated to a� 0, L�⇥ and m� 0

Niels Bohr Institute, 16.–18. August 2006 Lattice sizes, quark masses, ... 6/31

[Wilson 1974]



[Herdoíza summer 2015+partial updates]

Lattice QCD
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Fig. 6.1 Quark masses.

• It would allow to study QCD in di�erent conditions, such as high density or
temperature, as took place in the early universe or in very dense systems such as
neutron stars

• QCD is in some sense a model field theory for many extensions of the SM, as
well as for the lattice approach. In QCD we know where the UV fixed point lies
so we know where the continuum limit is and how to approach it. The lattice
method might be necessary to study other field theories, such as those in models
of technicolor or dynamical gauge symmetry breaking, where things might not be
so easy. Clearly having solved QCD is a benchmark to guide future investigations.

Giving the spread of quark masses that span six orders of magnitude, dealing with
all quarks in a lattice simulation is very di⌅cult since approaching the continuum limit
in controlled conditions would require

amq ⇥ 1, (6.7)

and therefore extremely fine lattices. This brute force approach is not practical. Fortu-
nately, when we try to describe the low energy regime, the e�ect of the heavy quarks
can be accurately described by an e�ective theory that results from integrating them
out. It is a consequence of the decoupling theorem (Appelquist and Carazzone, 1975)
(which is another scenification of Wilsonian renormalization group), that the e�ects of
the heavy quarks in the low-energy dynamics are well represented by local operators
of the light fields only (gluons and the lighter quarks), where the e�ect of the heavy
scales is reabsorbed in the couplings. This implies that in order to study hadron pro-
cesses at energies much lower than the heavy quark mass scale, we can simply ignore
the heavy quarks.

We are also interested however in processes involving heavy hadrons. An e⌅cient
way to do this is to consider them as static sources, as is done in the heavy quark ef-
fective theory. I refer to R. Sommer’s lectures (Sommer, 2009) for a detailed discussion
of this e�ective theory as an e⌅cient tool to study heavy flavours on the lattice.

6.1 Wilson formulation of Lattice QCD

By now, it should be clear how to discretize this action following for example the
Wilson approach

SQCD[U, �̄,�] = S[U ] + SW [U, �̄,�] (6.8)

amq ⇡ 1/3
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lattice QCD for phenomenology: FLAG
Flavour Lattice Averaging Group: your one-stop repository of lattice 
results, world averages / estimates

advisory board: S Aoki, M Golterman, R Van de Water, A Vladikas 

editorial board: G Colangelo, S Hashimoto, A Jüttner, S Sharpe, U Wenger 

working groups:

T Blum, A Portelli, A Ramos 
S Simula, T Kaneko, JN Simone 

S Dürr, H Fukaya, UM Heller 
P Dimopoulos, G Herdoíza B Mawhinney 

D Lin, Y Aoki, M Della Morte 
E Lunghi, D Bečirević, S Gottlieb, CP 

R Sommer, R Horsley, T Onogi 
R Gupta, S Collins, A Nicholson, H Wittig

quark masses 
Vud, Vus 
LECs 
kaon mixing 
heavy leptonic + mixing 
heavy semileptonic 
αs 

nuclear matrix elements

4th edition: results up to 2018/09/30 [Aoki et al., arXiv:1902.08191]
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Figure 11: Values of fπ and fK. The black squares and grey bands indicate our estimates
(84) and (85).

80

representation for this quantity [241]:

f+(0)
2 = 1−

∑

n ̸=π

|⟨K|Qūs|n⟩|2 +
∑

n

|⟨K|Qs̄u|n⟩|2 . (73)

While the first sum on the right extends over nonstrange intermediate states, the second runs
over exotic states with strangeness ±2 and is expected to be small compared to the first.

The expansion of f+(0) in SU(3) chiral perturbation theory in powers of mu, md, and ms

starts with f+(0) = 1+f2+f4+. . . [242]. Since all of the low-energy constants occurring in f2
can be expressed in terms of Mπ, MK , Mη and fπ [240], the NLO correction is known. In the
language of the sum rule (73), f2 stems from nonstrange intermediate states with three mesons.
Like all other nonexotic intermediate states, it lowers the value of f+(0): f2 = −0.023 when
using the experimental value of fπ as input. The corresponding expressions have also been
derived in quenched or partially quenched (staggered) chiral perturbation theory [31, 243].
At the same order in the SU(2) expansion [244], f+(0) is parameterized in terms of Mπ and
two a priori unknown parameters. The latter can be determined from the dependence of the
lattice results on the masses of the quarks. Note that any calculation that relies on the χPT
formula for f2 is subject to the uncertainties inherent in NLO results: instead of using the
physical value of the pion decay constant fπ, one may, for instance, work with the constant
f0 that occurs in the effective Lagrangian and represents the value of fπ in the chiral limit.
Although trading fπ for f0 in the expression for the NLO term affects the result only at
NNLO, it may make a significant numerical difference in calculations where the latter are not
explicitly accounted for. (Lattice results concerning the value of the ratio fπ/f0 are reviewed
in Sec. 5.3.)
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Figure 8: Comparison of lattice results (squares) for f+(0) and fK±/fπ± with various model
estimates based on χPT (blue circles). The ratio fK±/fπ± is obtained in pure QCD including
the SU(2) isospin-breaking correction (see Sec. 4.3). The black squares and grey bands
indicate our estimates. The significance of the colours is explained in Sec. 2.

The lattice results shown in the left panel of Fig. 8 indicate that the higher order contri-
butions ∆f ≡ f+(0) − 1− f2 are negative and thus amplify the effect generated by f2. This
confirms the expectation that the exotic contributions are small. The entries in the lower part
of the left panel represent various model estimates for f4. In Ref. [249], the symmetry-breaking
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Figure 20: Decay constants of the D and Ds mesons [values in Tab. 30 and Eqs. (162-170)].
As usual, full green squares are used in the averaging procedure, pale green squares have been
superseded by later determinations, while pale red squares do not satisfy the criteria. The
black squares and grey bands indicate our averages.

handful of results for fD and fDs have appeared, as described below. We consider isospin-
averaged quantities, although in a few cases results for fD+ are quoted (see, for example, the
FNAL/MILC 11,14A and 17 computations, where the difference between fD and fD+ has
been estimated to be around 0.5 MeV).

One new result has appeared for Nf = 2. Blossier 18 [67] employs a subset of the gauge
field configuration ensembles entering the earlier study presented in ALPHA 13B [509] by
the ALPHA collaboration, however, it is independent of it; in particular, in [67] a different
strategy is used to analyse the raw data, based on matrices of correlation functions and by
solving a Generalized Eigenvalue Problem. It describes a determination of the Ds and D∗

s

decay constants computed on six Nf = 2 ensembles of nonperturbatively O(a) improved
Wilson fermions at lattice spacings of 0.065 and 0.048 fm. Pion masses range between 440
and 194 MeV and the condition Lmπ ≥ 4 is always met. Chiral/continuum extrapolations
are performed adopting a fit ansatz linear in m2

π and a2. The systematic errors are dominated
by the uncertainty on the absolute lattice scale, which is fixed through fK . Cutoff effects on
fDs instead appear to be small and are at the 1% level at the coarsest lattice spacing.

The Nf = 2 averages for fD and fDs/fD coincide with those in the previous FLAG review
and are given by the values in ETM 13B [65], while the estimate for fDs is the result of the
weighted average of the numbers in ETM 13B [65] and Blossier 18 [67]. They read

Nf = 2 : fD = 208(7) MeV Ref. [65], (162)

Nf = 2 : fDs = 242.5(5.8) MeV Refs. [65, 67], (163)

Nf = 2 :
fDs

fD
= 1.20(0.02) Ref. [65], (164)

where the error on the average of fDs has been rescaled by the factor
√
χ2/dof = 1.34 (see

Sec. 2).
The RBC/UKQCD collaboration presented in RBC/UKQCD 17 [64] the final results
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precision reaching sub-percent, QED+IB corrections crucial for next stage

It is clear that the decay constants for charged and neutral B mesons play different roles
in flavour-physics phenomenology. As already mentioned above, the knowledge of the B+-
meson decay constant fB+ is essential for extracting |Vub| from leptonic B+ decays. The
neutral B-meson decay constants fB0 and fBs are inputs for the search of new physics in rare
leptonic B0 decays. In view of this, it is desirable to include isospin-breaking effects in lattice
computations for these quantities, and have results for fB+ and fB0 . With the increasing
precision of recent lattice calculations, isospin splittings for B-meson decay constants are
significant, and will play an important role in the foreseeable future. A few collaborations
reported fB+ and fB0 separately by taking into account strong isospin effects in the valence
sector, and estimated the corrections from electromagnetism. To properly use these results
for extracting phenomenologically relevant information, one would have to take into account
QED effects in the B-meson leptonic decay rates.44 Currently, errors on the experimental
measurements on these decay rates are still very large. In this review, we will then concentrate
on the isospin-averaged result fB and the Bs-meson decay constant, as well as the SU(3)-
breaking ratio fBs/fB . For the world average for lattice determination of fB+ and fBs/fB+ ,
we refer the reader to the latest work from the Particle Data Group (PDG) [132]. Notice that
the Nf = 2+ 1 lattice results used in Ref. [132] and the current review are identical. We will
discuss this in further detail at the end of this subsection.

The status of lattice-QCD computations for B-meson decay constants and the SU(3)-
breaking ratio, using gauge-field ensembles with light dynamical fermions, is summarized in
Tabs. 34 and 35, while Figs. 23 and 24 contain the graphical presentation of the collected
results and our averages. Many results in these tables and plots were already reviewed in
detail in the previous FLAG report. Below we will describe the new results that appeared
after January 2016.

Figure 23: Decay constants of the B and Bs mesons. The values are taken from Tab. 34 (the
fB entry for FNAL/MILC 11 represents fB+). The significance of the colours is explained in
Sec. 2. The black squares and grey bands indicate our averages in Eqs. (196), (199), (202),
(197), (200) and (203).

No new Nf = 2 and Nf = 2+1 project for computing fB, fBs and fBs/fB were completed
after the publication of the previous FLAG review [3]. Therefore, our averages for these cases

44See Ref. [204] for a strategy that has been proposed to account for QED effects.
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semileptonic decay: K→π

representation for this quantity [241]:

f+(0)
2 = 1−

∑

n ̸=π

|⟨K|Qūs|n⟩|2 +
∑

n

|⟨K|Qs̄u|n⟩|2 . (73)

While the first sum on the right extends over nonstrange intermediate states, the second runs
over exotic states with strangeness ±2 and is expected to be small compared to the first.

The expansion of f+(0) in SU(3) chiral perturbation theory in powers of mu, md, and ms

starts with f+(0) = 1+f2+f4+. . . [242]. Since all of the low-energy constants occurring in f2
can be expressed in terms of Mπ, MK , Mη and fπ [240], the NLO correction is known. In the
language of the sum rule (73), f2 stems from nonstrange intermediate states with three mesons.
Like all other nonexotic intermediate states, it lowers the value of f+(0): f2 = −0.023 when
using the experimental value of fπ as input. The corresponding expressions have also been
derived in quenched or partially quenched (staggered) chiral perturbation theory [31, 243].
At the same order in the SU(2) expansion [244], f+(0) is parameterized in terms of Mπ and
two a priori unknown parameters. The latter can be determined from the dependence of the
lattice results on the masses of the quarks. Note that any calculation that relies on the χPT
formula for f2 is subject to the uncertainties inherent in NLO results: instead of using the
physical value of the pion decay constant fπ, one may, for instance, work with the constant
f0 that occurs in the effective Lagrangian and represents the value of fπ in the chiral limit.
Although trading fπ for f0 in the expression for the NLO term affects the result only at
NNLO, it may make a significant numerical difference in calculations where the latter are not
explicitly accounted for. (Lattice results concerning the value of the ratio fπ/f0 are reviewed
in Sec. 5.3.)
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Figure 8: Comparison of lattice results (squares) for f+(0) and fK±/fπ± with various model
estimates based on χPT (blue circles). The ratio fK±/fπ± is obtained in pure QCD including
the SU(2) isospin-breaking correction (see Sec. 4.3). The black squares and grey bands
indicate our estimates. The significance of the colours is explained in Sec. 2.

The lattice results shown in the left panel of Fig. 8 indicate that the higher order contri-
butions ∆f ≡ f+(0) − 1− f2 are negative and thus amplify the effect generated by f2. This
confirms the expectation that the exotic contributions are small. The entries in the lower part
of the left panel represent various model estimates for f4. In Ref. [249], the symmetry-breaking
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semileptonic decay: K→π(the error in the experimental numbers used to convert the values of f+(0) and fK±/fπ± into
values for |Vus| is included in the statistical error).
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Figure 10: Results for |Vus| and |Vud| that follow from the lattice data for f+(0) (triangles)
and fK±/fπ± (squares), on the basis of the assumption that the CKM matrix is unitary.
The black squares and the grey bands represent our estimates, obtained by combining these
two different ways of measuring |Vus| and |Vud| on a lattice. For comparison, the figure also
indicates the results obtained if the data on nuclear β decay and τ decay is analysed within
the Standard Model.

For Nf = 2 + 1 + 1 we consider the data both for f+(0) and fK±/fπ± , treating ETM 16
and ETM 14E on the one hand and FNAL/MILC 13E, FNAL/MILC 17 and HPQCD 13A on
the other hand, as statistically correlated according to the prescription of Sec. 2.3. We obtain
|Vus| = 0.2249(7), where the error includes the inflation factor due to the value of χ2/dof ≃
2.5. This result is indicated on the left hand side of Fig. 10 by the narrow vertical band. In
the case Nf = 2+1 we consider MILC 10, FNAL/MILC 12I and HPQCD/UKQCD 07 on the
one hand and RBC/UKQCD 14B and RBC/UKQCD 15A on the other hand, as mutually
statistically correlated, since the analysis in the two cases starts from partly the same set of
gauge ensembles. In this way we arrive at |Vus| = 0.2249(5) with χ2/dof ≃ 0.8. For Nf = 2
we consider ETM 09A and ETM 09 as statistically correlated, obtaining |Vus| = 0.2256(19)
with χ2/dof ≃ 0.7. The figure shows that the results obtained for the data with Nf = 2,

75

ellipse is the intersection of these two bands and represents the 68% likelihood contour,21

obtained by treating the above two results as independent measurements. Repeating the
exercise for Nf = 2 + 1 leads to the green ellipse. The plot indicates a slight tension of both
the Nf = 2 + 1 + 1 and Nf = 2 + 1 results with the one from nuclear β decay.

Figure 9: The plot compares the information for |Vud|, |Vus| obtained on the lattice for
Nf = 2 + 1 and Nf = 2 + 1 + 1 with the experimental result extracted from nuclear β
transitions. The dotted line indicates the correlation between |Vud| and |Vus| that follows if
the CKM-matrix is unitary. For the Nf = 2 results see the previous FLAG edition [3].

4.4 Tests of the Standard Model

In the Standard Model, the CKM matrix is unitary. In particular, the elements of the first
row obey

|Vu|2 ≡ |Vud|2 + |Vus|2 + |Vub|2 = 1 . (83)

The tiny contribution from |Vub| is known much better than needed in the present context:
|Vub| = 3.94(36) · 10−3 [199]. In the following, we first discuss the evidence for the validity of
the relation (83) and only then use it to analyse the lattice data within the Standard Model.

21Note that the ellipses shown in Fig. 5 of both Ref. [1] and Ref. [2] correspond instead to the 39% likelihood
contours. Note also that in Ref. [2] the likelihood was erroneously stated to be 68% rather than 39%.
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semileptonic decay: D→π, D→K

Figure 21: D → πℓν and D → Kℓν semileptonic form factors at q2 = 0. The HPQCD result
for fDπ

+ (0) is from HPQCD 11, the one for fDK
+ (0) represents HPQCD 10B (see Tab. 31).

parameterized in terms of six different form factors — see, e.g., Ref. [542] for a complete
description. They split into three form factors f+, f0, f⊥ in the parity-even sector, mediated
by the vector component of the current, and another three form factors g+, g0, g⊥ in the
parity-odd sector, mediated by the axial component. All of them provide contributions that
are parametrically comparable.

The computation in Meinel 16 [539] uses RBC/UKQCD Nf = 2+1 DWF ensembles, and
treats the c quarks within the Columbia RHQ approach. Two values of the lattice spacing
(a ∼ 0.11, 0.085 fm) are considered, with the absolute scale set from the Υ(2S)–Υ(1S)
splitting. In one ensemble the pion mass mπ = 139 MeV is at the physical point, while for
other ensembles they range roughly in the 300–350 MeV interval. Results for the form factors
are obtained from suitable three-point functions, and fitted to a modified z-expansion ansatz
that combines the q2-dependence with the chiral and continuum extrapolations. The paper
goes on to quote the predictions for the total rates in the e and µ channels (where errors are
statistical and systematic, respectively)

Γ(Λc→Λe+νe)
|Vcs|2 = 0.2007(71)(74) ps−1 ,

Γ(Λc→Λµ+νµ)
|Vcs|2 = 0.1945(69)(72) ps−1 .

(177)

The combination with the recent experimental determination of the total branching fractions
by BESIII in Refs. [540, 541] to extract |Vcs| is discussed in Sec. 7.4 below.

7.4 Determinations of |Vcd| and |Vcs| and test of second-row CKM unitarity

We now interpret the lattice-QCD results for the D(s) meson decays as determinations of the
CKM matrix elements |Vcd| and |Vcs| in the Standard Model.
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very few results, although ETMC 
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the second row of the CKM matrix. We obtain

Nf = 2 + 1 + 1 : |Vcd|2 + |Vcs|2 + |Vcb|2 − 1 = 0.05(3) , (188)

Nf = 2 + 1 : |Vcd|2 + |Vcs|2 + |Vcb|2 − 1 = 0.05(3) , (189)

Nf = 2 : |Vcd|2 + |Vcs|2 + |Vcb|2 − 1 = 0.11(6) . (190)

Again, tensions at the 2σ level with CKM unitarity are visible, as also reported in the PDG
review [132], where the value 0.063(34) is quoted for the quantity in the equations above.
Given the current level of precision, this result does not depend on |Vcb|, which is of O(10−2).

Figure 22: Comparison of determinations of |Vcd| and |Vcs| obtained from lattice methods
with nonlattice determinations and the Standard Model prediction based on CKM unitarity.
When two references are listed on a single row, the first corresponds to the lattice input
for |Vcd| and the second to that for |Vcs|. The results denoted by squares are from leptonic
decays, while those denoted by triangles are from semileptonic decays. The points indicated as
ETM 17D (q2 = 0) do not contribute to the average, and are shown for comparison purposes
(see text).
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semileptonic decay: B→D, B→π

Figure 27: The form factors (1 − q2/m2
B∗)f+(q2) and f0(q2) for B → πℓν plotted versus z.

(See text for a discussion of the data set.) The grey and salmon bands display our preferred
N+ = N0 = 3 BCL fit (five parameters) to the plotted data with errors.

factor are:

Nf = 2 + 1 : a+0 = 0.421(13) , a+1 = −0.35(10) , a+2 = −0.41(64) ; (224)

corr(ai, aj) =

⎛

⎝
1.000 0.306 0.084
0.306 1.000 0.856
0.084 0.856 1.000

⎞

⎠ .

Note that the a+0 coefficient, that is the most relevant for input to the extraction of Vub from
semileptonic B → πℓνℓ(ℓ = e, µ) decays, shifts by about a standard deviation.

8.3.2 Form factors for Bs → Kℓν

Similar to B → πℓν, measurements of Bs → Kℓν enable determinations of the CKM matrix
element |Vub| within the Standard Model via Eq. (222). From the lattice point of view
the two channels are very similar—as a matter of fact, Bs → Kℓν is actually somewhat
simpler, in that the fact that the kaon mass region is easily accessed by all simulations makes
the systematic uncertainties related to chiral extrapolation smaller. On the other hand,
Bs → Kℓν channels have not been measured experimentally yet, and therefore lattice results
provide SM predictions for the relevant rates.

At the time of our previous review, results for Bs → Kℓν form factors were provided by
HPQCD [582] and RBC/UKQCD [575] for both form factors f+ and f0, in both cases using
Nf = 2+1 dynamical configurations. The ALPHA collaboration determination of Bs → Kℓν
form factors with Nf = 2 was also well underway [583]; however, we have not seen final
results. HPQCD has recently emphasized the value of form factor ratios for the processes
Bs → Kℓν and Bs → Dsℓν for determination of |Vub/Vcb| [584]. Preliminary results from
FNAL/MILC have been reported for Nf = 2 + 1 [585] and Nf = 2 + 1 + 1 [581]. Archival
papers are expected soon.
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Figure 30: The form factors f+(q2) and f0(q2) for B → Dℓν plotted versus z. (See text for a
discussion of the data sets.) The grey and salmon bands display our preferred N+ = N0 = 3
BCL fit (five parameters) to the plotted data with errors.

from the heavy-quark expansion that limmh→∞ σ(1) = 1. In this way, the physical result at
the b-quark mass can be reached by interpolating σ(w) between the charm region (where the
computation can be carried out with controlled systematics) and the known static limit value.

In practice, the values of mc and ms are fixed at each value of the lattice spacing such
that the experimental kaon and Ds masses are reached at the physical point, as determined
in Ref. [620]. For the scaling parameter, λ = 1.176 is chosen, and eight scaling steps are
performed, reaching mh/mc = 1.1769 ≃ 4.30, approximately corresponding to the ratio of the
physical b- and c-masses in the MS scheme at 2 GeV. All observables are obtained from ratios
that do not require (re)normalization. The ansatz for the continuum and chiral extrapolation
of Σk contains a constant and linear terms in msea and a2. Twisted boundary conditions
in space are used for valence-quark fields for better momentum resolution. Applying this
strategy the form factors are finally obtained at four reference values of w between 1.004 and
1.062, and, after a slight extrapolation to w = 1, the result is quoted

GBs→Ds(1) = 1.052(46) . (238)

The authors also provide values for the form factor relevant for the meson states with light-
valence quarks, obtained from a similar analysis to the one described above for the Bs → Ds

case. Values are quoted from fits with and without a linear msea/ms term in the chiral
extrapolation. The result in the former case, which safely covers systematic uncertainties, is

GB→D(1) = 1.033(95) . (239)

Given the identical strategy, and the small sensitivity of the ratios used in their method to
the light valence- and sea-quark masses, we assign this result the same ratings in Tab. 48
as those for their calculation of GBs→Ds(1). Currently the precision of this calculation is
not competitive with that of Nf = 2 + 1 works, but this is due largely to the small number
of configurations analysed by Atoui et al. The viability of their method has been clearly
demonstrated, however, which leaves significant room for improvement on the errors of both
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Figure 31: Lattice and experimental data for (1 − q2/m2
B∗)fB→π

+ (q2) and fB→π
0 (q2) versus

z. Green symbols denote lattice-QCD points included in the fit, while blue and indigo points
show experimental data divided by the value of |Vub| obtained from the fit. The grey and
orange bands display the preferred N+ = N0 = 3 BCL fit (six parameters) to the lattice-QCD
and experimental data with errors.

Recently the Belle collaboration presented an updated measurement of the B → D∗ℓν branch-
ing ratio [645] in which, as suggested in Refs. [646–648], the impact of the form factor param-
eterization has been studied by comparing the CLN [644] and BGL [649, 650] ansätze. Their
results are:

[FB→D∗
(1)ηEW|Vcb|]CLN, Belle = 35.06(15)(54) × 10−3 , (270)

[FB→D∗
(1)ηEW|Vcb|]BGL, Belle = 38.73(25)(60) × 10−3 , (271)

where the first error is statistical and the second is systematic, indicating a very strong
dependence of the result on the chosen parameterization. In light of the fact that the BGL
parameterization imposes much less stringent constraints on the shape of the form factor than
the CLN one, we ascribe the tension in the above determinations to a bias introduced in the
fit by the CLN parameterization. In the following we present determinations of |Vcb| obtained
from Eqs.(269) and (271). By using ηEW = 1.00662 64 and the lattice value for FB→D∗

(1)
in Eq. (250), we thus extract the averages

Nf = 2 + 1 [B → D∗ℓν]CLN : |Vcb| = 39.12(52)(47) × 10−3 , (272)

Nf = 2 + 1 [B → D∗ℓν]BGL : |Vcb| = 42.55(57)(71) × 10−3 , (273)

where the first uncertainty comes from the lattice computation and the second from the
experimental input. In light of the above discussion, we consider our best estimate the result
in Eq. (273).

For the zero-recoil B → D form factor, HFLAV [219] quotes

HFLAV: GB→D(1)ηEW|Vcb| = 41.57(45)(89) × 10−3 , (274)

64Note that this determination does not include the electromagnetic Coulomb correction roughly estimated
in Ref. [612]. Currently the numerical impact of this correction is negligible.
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from |Vcb|× 103

our average for Nf = 2 + 1 (BGL) B → D∗ℓν 42.55(57)(71)
our average for Nf = 2 + 1 (CLN) B → D∗ℓν 39.12(52)(47)
our average for Nf = 2 + 1 B → Dℓν 40.1(1.0)
our average for Nf = 2 + 1 (BGL) B → (D,D∗)ℓν 41.4(1.2)
our average for Nf = 2 + 1 (CLN) B → (D,D∗)ℓν 39.44(59)

our average for Nf = 2 B → Dℓν 41.0(3.8)(1.5)

HFLAV inclusive average B → Xcℓν 42.46(88)

Table 52: Results for |Vcb|. When two errors are quoted in our averages, the first one comes
from the lattice form factor, and the second from the experimental measurement. The HFLAV
inclusive average obtained in the kinetic scheme from Ref. [219] is shown for comparison.

Figure 32: Lattice and experimental data for fB→D
+ (q2) and fB→D

0 (q2) versus z. Green
symbols denote lattice-QCD points included in the fit, while blue and indigo points show
experimental data divided by the value of |Vcb| obtained from the fit. The grey and orange
bands display the preferred N+ = N0 = 3 BCL fit (six parameters) to the lattice-QCD and
experimental data with errors.

Our results are summarized in Tab. 52, which also shows the HFLAV inclusive determi-
nation of |Vcb| = 42.00(65) × 10−3 [653] for comparison, and illustrated in Fig. 33.

In Fig. 34 we present a summary of determinations of |Vub| and |Vcb| from B → (π,D(∗))ℓν
and B → τν. For comparison purposes, we also add the determination of |Vub/Vcb| obtained
from Λb → (p,Λc)ℓν decays in Refs. [629, 632]—which, as discussed in the text, does not
meet the FLAG criteria to enter our averages—as well as the results from inclusive B →
Xu,cℓν decays. The adoption of the BGL parameterization eliminates the tension between
the determinations of Vcb from B → D∗ and inclusive decays; however, a sizeable tension
involving the B → D determination remains. In the determination of the 1σ and 2σ contours
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semileptonic decay: B→D, B→π
CKMs: few % errors

Figure 33: Left: Summary of |Vub| determined using: i) the B-meson leptonic decay branching
fraction, B(B− → τ−ν̄), measured at the Belle and BaBar experiments, and our averages for
fB from lattice QCD; and ii) the various measurements of the B → πℓν decay rates by Belle
and BaBar, and our averages for lattice determinations of the relevant vector form factor
f+(q2). Right: Same for determinations of |Vcb| using semileptonic decays. The HFLAV
inclusive results are from Ref. [219, 653].

for our average we have included an estimate of the correlation between |Vub| and |Vcb| from
semileptonic B decays: the lattice inputs to these quantities are dominated by results from
the Fermilab/MILC and HPQCD collaborations which are both based on MILC Nf = 2 + 1
ensembles, leading to our conservatively introducing a 100% correlation between the lattice
statistical uncertainties of the three computations involved. The results of the fit are
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for the BGL and CLN B → D∗ parameterizations, respectively.
We have seen from Refs. [621, 646, 648] that there can be a considerable difference in the

CKM matrix elements when choosing between the CLN and BGL parameterizations of form
factors. Switching to BGL may resolve the difference between the inclusive and exclusive
determinations of |Vcb|; however, it does not seem to shed light on |Vub|. It will be interesting
to see what happens when both experimental and theoretical precisions are improved.
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Figure 33: Left: Summary of |Vub| determined using: i) the B-meson leptonic decay branching
fraction, B(B− → τ−ν̄), measured at the Belle and BaBar experiments, and our averages for
fB from lattice QCD; and ii) the various measurements of the B → πℓν decay rates by Belle
and BaBar, and our averages for lattice determinations of the relevant vector form factor
f+(q2). Right: Same for determinations of |Vcb| using semileptonic decays. The HFLAV
inclusive results are from Ref. [219, 653].
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Figure 34: Summary of |Vub| and |Vcb| determinations. Left and right panels correspond
to using the BGL and CLN parameterization for the B → D∗ form factor, respectively.
The solid and dashed lines correspond to 68% and 95% C.L. contours. As discussed in
the text, baryonic modes are not included in our averages. The results of the fit in the
two cases are (|Vcb|, |Vub|) × 103 = (41.47 ± 0.70, 3.76 ± 0.14) with a p-value of 0.15 and
(|Vcb|, |Vub|)× 103 = (39.45 ± 0.60, 3.74 ± 0.14) with a p-value of 0.62, for the BGL and CLN
B → D∗ parameterizations, respectively.
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neutral meson mixing

with the superscripts α,β denoting colour indices, which are shown only when they are con-
tracted across the two bilinears. There are three other basis operators in the ∆B = 2 effective
Hamiltonian. When evaluated in QCD, however, they give identical matrix elements to the
ones already listed due to parity invariance in QCD. The short-distance Wilson coefficients
Ci depend on the underlying theory and can be calculated perturbatively. In the Standard
Model only matrix elements of Qq

1 contribute to ∆mq, while all operators do, for example,
for general SUSY extensions of the Standard Model [499]. The matrix elements or bag pa-
rameters for the non-SM operators are also useful to estimate the width difference in the
Standard Model, where combinations of matrix elements of Qq

1, Q
q
2, and Qq

3 contribute to
∆Γq at O(1/mb) [565, 566].

In this section, we report on results from lattice-QCD calculations for the neutral B-meson

mixing parameters B̂Bd , B̂Bs , fBd

√
B̂Bd , fBs

√
B̂Bs and the SU(3)-breaking ratios BBs/BBd

and ξ defined in Eqs. (210), (211), and (213). The results are summarized in Tabs. 36 and 37
and in Figs. 25 and 26. Additional details about the underlying simulations and systematic
error estimates are given in Appendix B.6.2. Some collaborations do not provide the RGI
quantities B̂Bq , but quote instead BB(µ)MS,NDR. In such cases we convert the results to the
RGI quantities quoted in Tab. 36 using Eq. (211). More details on the conversion factors are
provided below in the descriptions of the individual results. We do not provide the B-meson
matrix elements of the other operators Q2−5 in this report. They have been calculated in
Ref. [65] for the Nf = 2 case and in Refs. [79, 567] for Nf = 2 + 1.

Figure 25: Neutral B- and Bs-meson mixing matrix elements and bag parameters [values in
Tab. 36 and Eqs. (216), (219), (217), (220)].

There are no new results for Nf = 2 reported after the previous FLAG review. In this
category one work (ETM 13B) [65] passes the quality criteria. A description of this work can
be found in the FLAG 13 review [2] where it did not enter the average as it had not appeared
in a journal. Because this is the only result available for Nf = 2, we quote their values as our

158

Figure 18: Recent unquenched lattice results for the RGI B-parameter B̂K . The grey bands
indicate our global averages described in the text. For Nf = 2+ 1+ 1 and Nf = 2 the global
estimate coincide with the results by ETM12D and ETM10A, respectively.

read 39

Q2 =
(
s̄a(1− γ5)da

)(
s̄b(1 − γ5)db

)
,

Q3 =
(
s̄a(1− γ5)db

)(
s̄b(1− γ5)da

)
,

Q4 =
(
s̄a(1− γ5)da

)(
s̄b(1 + γ5)d

b
)
,

Q5 =
(
s̄a(1− γ5)db

)(
s̄b(1 + γ5)d

a
)
, (154)

where a and b denote colour indices. In analogy to the case of BK one then defines the
B-parameters of Q2, . . . , Q5 according to

Bi(µ) =

〈
K̄0 |Qi(µ)|K0

〉

Ni
〈
K̄0 |s̄γ5d| 0

〉
⟨0 |s̄γ5d|K0⟩

, i = 2, . . . , 5. (155)

The factors {N2, . . . , N5} are given by {−5/3, 1/3, 2, 2/3}, and it is understood that Bi(µ)
is specified in some renormalization scheme, such as MS or a variant of the regularization-
independent momentum subtraction (RI-MOM) scheme.

39Thanks to QCD parity invariance lattice computations for three more dimension-six operators, whose
parity conserving parts coincide with the corresponding parity conserving contributions of the operators Q1, Q2

and Q3, can be ignored.
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FLAG average sports 1.3% error 
— work ou t l ong -d i s t ance 
contribution, QED corrections

paucity of results wrt kaon sector 
glaring, 5-8% errors: largest room 
for improvement among basic 
CKM quantities



the present
• CKMs from pion/kaon physics receive permille uncertainties from 

the lattice; few % in charm, bottom CKMs. Kaon mixing at %. 

• several exclusive channels allow for crosschecks 
- pion, kaon, charm: leptonic+semileptonic (including Λc). 
- bottom: baryon decay (Λb, p, …); B→D*lν; predictions for Bs →Klν,  Bs 
→ Ds(*) lν, Bc →(M)lν, …; first information on channels with other vector 
resonances. 

- bonus: same techniques provide equally-precise BSM input. 

• largest room for bread-and-butter improvement: charm SL, B mixing 

• developing: multihadron/resonances in final state



the (short-term) future
• fully tame the B sector: fully relativistic b quarks 

• systematically add electromagnetic + strong isospin breaking 
- QCD+QED 
- working examples 

• work out long-distance OPE contributions 
- bonus: open new channels (rare K decays, charm CP violation, …) 

• improve channels with resonances / >1 hadron in final state 

• ………….
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Topological charge

Topological charge shows dramatic slow down.
Already in pure gauge theory.
How does this match with 1/a expectation for HMC?

SOMMER, VIROTTA, ST.S’10
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Stefan Schaefer Open boundary conditions 3 / 22

algorithmic issue: strong lattice space dependence of autocorrelations

[Del Debbio, Panagopoulos, Vicari 2002]
[Schaefer, Sommer, Virotta 2010]

[MILC Nf=2+1+1 ensembles][Lüscher, Schaefer 2011; CLS Nf=2+1 obc 
programme]
[Mages et al. 2015; Laio et al. 2015; 
Brower et al. 2015; Detmold, Endres 2016]

FIG. 1. Topological charge time histories for various lattice spacings; note that the vertical

scale decreases as the lattice spacing decreases (top to bottom). Blue lines are for ensembles with

light sea quark mass one fifth of the strange quark mass, and the red lines are for ensembles with

light sea quark mass at its physical value, ⇡ms/27. Notice the narrower distributions and shorter

autocorrelation times for physical quark mass ensembles. Breaks in the traces separate multiple

runs at the same couplings. The second short blue trace at a = 0.0425 fm is from a run with three

times longer molecular dynamics trajectories than the main run.

We use Q
2 rather than Q because it is Q

2 that controls the e↵ects on masses and decay

constants (and all other CP conserving correlators). In this graph we see the expected

increase of the autocorrelation times as the lattice spacing decreases, and also that the

autocorrelations are smaller for the physical quark mass ensembles (octagons) than for the

5

fully relativistic b quarks



fully relativistic b quarks

• i m p r o v e a l g o r i t h m i c 
performance by simulating with 
non-trivial boundary conditions. 

• e s t i m a t e fi n i t e - v o l u m e 
corrections stemming from long 
autocorrelations (MILC’s quark 
masses, decay constants).

[Lüscher, Schaefer 2011;
CLS Nf=2+1 programme]

[Bernard, Toussaint PRD 97 (2018) 074502;
MILC Nf=2+1+1 programme]

reliance on effective theory being rapidly eroded

TABLE I. Examples of topological adjustments for pseudoscalar masses and decay constants

in the 0.042 fm HISQ ensembles. Each field contains the unshifted value for the quantity, its

statistical error in parentheses, and the topology adjustment in square brackets. These quantities

are evaluated at valence masses equal to the sea quark masses, which have small tuning errors. For

the heavy-light masses we used B0 = 3.4 GeV, �1 = 0.232 (GeV)�1 and �0
1
= 0.042 (GeV)�1 [27].

Note that since the Q2 in the second line is the Q2 averaged over our sample, there is no statistical

error associated with it.

ml = ms/5 ml = physical

Q2

sample
/Q2

�PT 1.30 0.65

fK/f⇡ 1.20508(0.00250)[-0.01271] 1.19680(0.00114)[0.00015]

aM⇡ 0.031147(0.000172)[-0.000707] 0.028964(0.000020)[0.000008]

afD 0.048858(0.000261)[-0.000552] 0.045389(0.000245)[0.000006]

aMD 0.409786(0.000391)[-0.000044] 0.400678(0.000258)[0.000001]

afDs 0.054828(0.000068)[-0.000001] 0.053582(0.000025)[0.000000]

aMDs 0.430966(0.000116)[-0.000004] 0.422041(0.000037)[0.000000]

For examples of the size of this e↵ect in our simulations, we look at the two ensembles

with a ⇡ 0.042 fm. For example, to adjust the decay constants, rearrange Eq. (10) as

fcorrected = fsample �
1

2�TV
f
00
✓
1�

hQ
2
isample

�TV

◆
. (96)

Table I shows the size of the topology adjustment for selected quantities, together with

the central value and statistical errors. The sign of the adjustment di↵ers between the two

ensembles because, as can be seen in Fig. 3, the di↵erence between the sample averageQ2 and

the chiral perturbation theory prediction is di↵erent in the two cases. The e↵ects are larger

in the ensemble with ml/ms = 0.2, since these lattices have much smaller volume and partial

quenching divergences. It is amusing to note that for the physical quark mass ensemble the

topology adjustment for fK/f⇡ is a factor of ⇠6 smaller than the “conventional” finite size

e↵ects from pions propagating around the periodic lattice, estimated in NLO staggered �PT,

of 0.0009. (Conventional finite size e↵ects on the heavy quark quantities are quite small.)

We note that this strategy is in the same spirit as our treatment of conventional finite

size e↵ects. We use �PT to estimate the e↵ects and correct our results, and estimates of the
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[Husung et al. Lattice 2017]

algorithmic issue: strong lattice space dependence of autocorrelations



QED (+ isospin breaking)

Figure 11: Values of fπ and fK. The black squares and grey bands indicate our estimates
(84) and (85).
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f⇡± = 130.2(0.8) MeV (0.6 %) ��PT
e.m. (⇡

� ! l�⌫̄) = 1.8%

fK± = 155.7(0.3) MeV (0.2 %) ��PT
e.m. (K

� ! l�⌫̄) = 1.1%

f+(0) = 0.9706(27) (0.3 %) ��PT
e.m. (K ! ⇡l⌫̄) = 0.5—3.0%

representation for this quantity [241]:

f+(0)
2 = 1−

∑

n ̸=π

|⟨K|Qūs|n⟩|2 +
∑

n

|⟨K|Qs̄u|n⟩|2 . (73)

While the first sum on the right extends over nonstrange intermediate states, the second runs
over exotic states with strangeness ±2 and is expected to be small compared to the first.

The expansion of f+(0) in SU(3) chiral perturbation theory in powers of mu, md, and ms

starts with f+(0) = 1+f2+f4+. . . [242]. Since all of the low-energy constants occurring in f2
can be expressed in terms of Mπ, MK , Mη and fπ [240], the NLO correction is known. In the
language of the sum rule (73), f2 stems from nonstrange intermediate states with three mesons.
Like all other nonexotic intermediate states, it lowers the value of f+(0): f2 = −0.023 when
using the experimental value of fπ as input. The corresponding expressions have also been
derived in quenched or partially quenched (staggered) chiral perturbation theory [31, 243].
At the same order in the SU(2) expansion [244], f+(0) is parameterized in terms of Mπ and
two a priori unknown parameters. The latter can be determined from the dependence of the
lattice results on the masses of the quarks. Note that any calculation that relies on the χPT
formula for f2 is subject to the uncertainties inherent in NLO results: instead of using the
physical value of the pion decay constant fπ, one may, for instance, work with the constant
f0 that occurs in the effective Lagrangian and represents the value of fπ in the chiral limit.
Although trading fπ for f0 in the expression for the NLO term affects the result only at
NNLO, it may make a significant numerical difference in calculations where the latter are not
explicitly accounted for. (Lattice results concerning the value of the ratio fπ/f0 are reviewed
in Sec. 5.3.)

PSfrag replacements

⋆

PSfrag replacements

⋆

[245]
[246]
[247]
[248]
[249]

Figure 8: Comparison of lattice results (squares) for f+(0) and fK±/fπ± with various model
estimates based on χPT (blue circles). The ratio fK±/fπ± is obtained in pure QCD including
the SU(2) isospin-breaking correction (see Sec. 4.3). The black squares and grey bands
indicate our estimates. The significance of the colours is explained in Sec. 2.

The lattice results shown in the left panel of Fig. 8 indicate that the higher order contri-
butions ∆f ≡ f+(0) − 1− f2 are negative and thus amplify the effect generated by f2. This
confirms the expectation that the exotic contributions are small. The entries in the lower part
of the left panel represent various model estimates for f4. In Ref. [249], the symmetry-breaking

65
precision of standalone QCD computation in isospin limit well 
below the size of e.m.+IB corrections

[Aoki et al. arXiv:1902.08191; Cirigliano et al. RMP 84 (2012) 399]



no mass gap in QED ⇒ massless photons in physical spectrum ⇒ not 
easy to work in finite volume; two ways out:

• expand observables in αem and mu-md, compute coefficients of 
expansion non-perturbatively in QCD 

• simulate QCD+QED directly, including isolated charges — possibly 
at unphysically large values of αem and mu-md + extrapolation. 

- formulate QED in finite volume, treat zero modes by hand 

- introduce photon mass (fixed gauge), extrapolate to massless photon limit 

- introduce non-trivial C* boundary conditions

QED (+ isospin breaking)

[de Divitiis et al. (RM123) PRD 87 (2013) 114505]

[Hayakawa, Uno Prog. Theor. Phys. 120 (2008) 413]

[Endres et al. PRL 117 (2016)]

[Wiese NPB 375 (1992) 45; Lucini et al. JHEP 1602 (2016) 076]



QED+IB: illustrative pioneering results
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Figure 2: Mass splittings in channels that are stable under the strong and electromagnetic interactions.
Both of these interactions are fully unquenched in our 1+1+1+1 flavor calculation. The horizontal lines are the
experimental values and the grey shaded regions represent the experimental error (2). Our results are shown by
red dots with their uncertainties. The error bars are the squared sums of the statistical and systematic errors.
The results for the �MN , �M⌃, and �MD mass splittings are post-dictions, in the sense that their values
are known experimentally with higher precision than from our calculation. On the other hand, our calculations
yield �M⌅, �M⌅cc splittings, and the Coleman-Glashow difference �CG, which have either not been measured
in experiment or are measured with less precision than obtained here. This feature is represented by a blue
shaded region around the label.

9

• ab-initio computation of baryon 
mass splittings 

• light-meson leptonic rates 

• meson masses and HVP 

• strong IB in (g-2)μ 

• …..

[BMW Collab. Science 347 (2015) 1452]

[RM123 PRL 120 (2018) 072001;
 arXiv:1904.08731]

5

finite volume respectively, as the IR cuto↵s.

In Ref. [2] we have calculated the e.m. and IB corrections to the ratio of Kµ2 and ⇡µ2 decay

rates of charged pions and kaons into muons [2], using gauge ensembles generated by the European

Twisted Mass Collaboration (ETMC) with Nf = 2+1+1 dynamical quarks [15, 16] in the quenched

QED (qQED) approximation in which the charges of the sea quarks are set to 0. The ratio is less

sensitive to various sources of uncertainty than the IB corrections to ⇡µ2 and Kµ2 decay rates

separately. In this paper, in addition to providing more details of the calculation than was possible

in Ref. [2], we do evaluate the e.m. and strong IB corrections to the decay processes ⇡µ2 and Kµ2

separately. Since the corresponding experimental rates are fully inclusive in the real photon energy,

structure-dependent (SD) contributions to the real photon emission should be included, however

according to the Chiral Perturbation Theory (ChPT) predictions of Ref. [17] these SD contributions

are negligible for both kaon and pion decays into muons. The same is not true to the same extent

for decays into final-state electrons (see Ref. [11]) and so in this paper we focus on decays into

muons. The SD contributions to �1 are being investigated in an ongoing dedicated lattice study

of light and heavy P-meson leptonic decays.

An important improvement presented in this paper is in the renormalisation of the e↵ective weak

Hamiltonian. To exploit the matching of the e↵ective theory to the Standard Model performed in

Ref. [18] it is particularly convenient to renormalise the weak Hamiltonian in the W-regularisation

scheme. The renormalisation is performed in two steps. First of all, the lattice operators are

renormalised non-perturbatively in the RI0-MOM scheme at O(↵em) and to all orders in the strong

coupling ↵s. Because of the breaking of chiral symmetry in the twisted mass formulation we have

adopted in our study, this renormalisation includes the mixing with other four-fermion operators

of di↵erent chirality. In the second step we perform the matching from the RI0-MOM scheme to

the W-regularisation scheme perturbatively. By calculating and including the two-loop anoma-

lous dimension at O(↵em↵s), the residual truncation error of this matching is of O(↵em↵s(MW )),

reduced from O(↵em↵s(1/a)) in our earlier work [11].

The main results of the calculation are presented in Sec.VI together with a detailed discussion

of their implications. Here, we anticipate some key results: After extrapolation of the data to

the physical pion mass, and to the continuum and infinite-volume limits, the isospin-breaking

corrections to the leptonic decay rates can be written in the form:

�(⇡± ! µ±⌫`[�]) = (1.0153± 0.0019)�(0)(⇡± ! µ±⌫`), (2)

�(K± ! µ±⌫`[�]) = (1.0024± 0.0010)�(0)(K± ! µ±⌫`) , (3)

[RBC/UKQCD JHEP 1709 (2017) 153]

[FNAL/MILC+HPQCD PRL 120 (2018) 152001]

[also: RBC/UKQCD arXiv:1902.00295]



OPE long-distance contributions 
(+ rare decays/charm CP) 

“long-distance” contributions appear when loops involve exchanges of 
light d.o.f. in the effective weak theory description. 

From Correlation Functions to �mFV
K

K0 K̄0

t1 t2

n

Q1 Q2

tA tB

t1 t2
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i
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X
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�
.

From the coefficient of T we can therefore obtain
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X
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i

(mK � En)
.
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practical implementation on the lattice worked out by RBC/UKQCD
[Christ et al. PRD88 (2013) 014508]

preliminary result: �mK = 5.5(1.7)⇥ 10�12 MeV
[Bai et al. Lattice 2017]



OPE long-distance contributions 
(+ rare decays/charm CP) 

with this technique in place, other similar problems can be attacked.

• rare kaon decays:  

• charm CP violation???

K ! ⇡l+l�, K ! ⇡⌫⌫̄
[RBC/UKQCD PoS Lattice2016 (2017) 303; PRD 98 (2018) 074509]

W+

W+

W�

W�

D0 D̄0d, s, b

c

cu

u

D0 D̄0d, s, b

c

cu

u

6

(a) (b)

(c) (d)

FIG. 3. Kaon unitarity triangle fits. Red contours (labelled KUT) are obtained including BR(K+ ! ⇡+⌫⌫̄), "0th/"exp, " and
|Vcb|. The small black contour is the current standard unitarity triangle (SUT) fit from B/K physics. In panel (a) we present
the current status. The yellow area is allowed by "0th/"exp and the region below the blue curves is allowed by BR(K+ ! ⇡+⌫⌫̄).
In panels (b–d) we show the impact of future improvements on the experimental determination of BR(K+ ! ⇡+⌫⌫̄) and on the
theoretical calculation of the quantities ImA0 and ImA2 (see text for more details). In panel (b) we assume that future central
values for these quantities remain unchanged. In panel (c) we consider a scenario in which ImA0 shifts to the value expected
from the experimental determination of "0/" and the standard unitarity triangle fit. In panel (d) we assume, in addition, that
the future experimental determination of BR(K+ ! ⇡+⌫⌫̄) will shift to the central value of the SM prediction.

in terms of hQ1,2i0) that are then set to reference values
inspired by large-N .

In both the I = 0 and I = 2 lattice computations,
the systematic uncertainty is currently dominated by the
perturbative truncation error in the computation of Wil-
son coe�cients and the matching from the RI to MS-
bar scheme. This error is of the order ↵2

s(µ), where µ
is the scale at which one matches to perturbation the-
ory. By running non-perturbatively through the charm
and eventually also bottom thresholds, these truncation
errors will be reduced significantly in the near future.
For µ = 50 GeV, e.g., perturbative truncation errors of
O(1-2%) are feasible. Initial e↵orts along those lines are
already in progress [74].

The ten I = 0 matrix elements are given in Table SII

of Ref. [58]. The systematic uncertainties on the individ-
ual matrix elements are obtained from those presented in
Table II of Ref. [58] without including the “Wilson co-
e�cients” and “parametric errors”contributions and are
about 22.5%.

The I = 2 matrix elements in the continuum limit and
in the (�, �) and (q/, q/) RI-SMOM schemes at 3 GeV are
given in the last two rows of Table XIV of Ref. [57]. The
conversion between the basis used in Ref. [57] and the
standard operator basis we use is given in Eqs. (69-70)
of Ref. [57]. The conversion of these matrix elements to
the MS scheme at 3 GeV is achieved via the conversion
matrix Cij = �ij +

↵s(3 GeV)
4⇡ �rij with i, j = 1, 7, 8. The

relevant �rij entries are given in Table IX and XI of
Ref. [75] for the (q/, q/) and (�, �) schemes, respectively.

“emerging kaon UT”

[Lehner, Lunghi, Soni PLB 759 (2016) 82]



OPE long-distance contributions 
(+ rare decays/charm CP) 

with this technique in place, other similar problems can be attacked.

• CP-conserving rare kaon decays:  

• charm CP violation???

K ! ⇡l+l�, K ! ⇡⌫⌫̄
[RBC/UKQCD PoS Lattice2016 (2017) 303; PRD 98 (2018) 074509]
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conclusions & outlook
• lattice flavour phenomenology has long reached its age of maturity, 

keeping apace with/abreast of experiment. 

• upcoming era will require sub-percent precision in staple 
observables. tools are in place. 
- finer lattice spacings for precision B-physics 
- quantitative control of e.m. and strong isospin breaking corrections 

• new avenues being open for lattice studies. 
- baryon decay 
- long-distance contributions to OPE 
- multihadron/resonances in final state 
- inclusive rates 

• lattice collaborations have become large and resource-intensive, in 
both human and computational terms; sustained support is needed 
to keep synergy with experimental efforts.



conclusions & outlook

• exploring and mapping the flavour sector remains as important a 
problem as any other in particle physics 
- why the generation structure? why 3 families? 
- is there a structure in the values of quark masses and CKMs? 
- is new physics lingering out there? 

• strong support to a synergic exp/th flavour programme crucial; 
what can future colliders offer? 

• eagerly waiting for Belle II, LHCb Upgrade II, kaon expts.
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resonance/multihadron final states

[RBC/UKQCD Collaboration, PRL 115 (2015) 212001]
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resonance/multihadron final states

• QFT aspects well understood in simplest 1→2 transitions (e.g., 
K→ππ) — large errors down to algorithmic/computational issues. 

• huge recent QFT developments in the wider picture 
- up to 2→3 processes worked out in detail 
- detailed characterisation of resonances, including their coupling to currents 

• non-trivial QFT tools in place, good prospects for resonances in final  
state (e.g., B→K*); non-leptonic decay, couplings to 4-quark 
operators still very demanding numerically.

Transition amplitudes Resonant form factors

Energies and finite-volume matrix 
elements are related to transitions

Energies and decay channels

E (GeV)

Scattering in LQCD relies on 
relations between finite- and 

infinite-volume quantities

Finite-volume energies related to scattering

E0(L)

E1(L)

E2(L)

h2|J |1i

E0(L)

E1(L)

E2(L)

h2|J |2i

E0(L)

E1(L)

E2(L)

See talk by Raúl Briceño
[see, e.g., MT Hansen & R Briceño

@ Confinement XIII]



Belle II timelineSuperKEKB Luminosity 
Projection 

Feb. 14, 2019 6th KEKFF 5 

Accumulate 50ab-1, x50 of Belle/KEKB [K Hara @ 6th KEK Flavor Factory Workshop, 2019/02]



meeting the challenge from experiment

• heavy quark physics: LHCb, Belle II, BESIII (charm), … 

• kaon physics: NA62, KOTO, …

extremely active experimental programme in coming decade(s):
Backup 37 / 35

Prospects summary

Table 10.1: Summary of prospects for future measurements of selected flavour observables for LHCb, Belle II and Phase-II ATLAS and CMS. The projected
LHCb sensitivities take no account of potential detector improvements, apart from in the trigger. The Belle-II sensitivities are taken from Ref. [608].

Observable Current LHCb LHCb 2025 Belle II Upgrade II ATLAS & CMS
EW Penguins
RK (1 < q2 < 6 GeV2c4) 0.1 [274] 0.025 0.036 0.007 –
RK⇤ (1 < q2 < 6 GeV2c4) 0.1 [275] 0.031 0.032 0.008 –
R�, RpK , R⇡ – 0.08, 0.06, 0.18 – 0.02, 0.02, 0.05 –

CKM tests
�, with B0

s ! D+
s K� (+17

�22
)� [136] 4� – 1� –

�, all modes (+5.0
�5.8)

� [167] 1.5� 1.5� 0.35� –
sin 2�, with B0 ! J/ K0

S
0.04 [609] 0.011 0.005 0.003 –

�s, with B0
s ! J/ � 49 mrad [44] 14 mrad – 4 mrad 22 mrad [610]

�s, with B0
s ! D+

s D�
s 170 mrad [49] 35 mrad – 9 mrad –

�ss̄ss , with B0
s ! �� 154 mrad [94] 39 mrad – 11 mrad Under study [611]

as
sl

33 ⇥ 10�4 [211] 10 ⇥ 10�4 – 3 ⇥ 10�4 –
|Vub|/|Vcb| 6% [201] 3% 1% 1% –

B0
s ,B

0!µ+µ�

B(B0 ! µ+µ�)/B(B0
s ! µ+µ�) 90% [264] 34% – 10% 21% [612]

⌧B0
s!µ+µ� 22% [264] 8% – 2% –

Sµµ – – – 0.2 –

b ! c`�⌫̄l LUV studies
R(D⇤) 0.026 [215,217] 0.0072 0.005 0.002 –
R(J/ ) 0.24 [220] 0.071 – 0.02 –

Charm
�ACP (KK � ⇡⇡) 8.5 ⇥ 10�4 [613] 1.7 ⇥ 10�4 5.4 ⇥ 10�4 3.0 ⇥ 10�5 –
A� (⇡ x sin�) 2.8 ⇥ 10�4 [240] 4.3 ⇥ 10�5 3.5 ⇥ 10�4 1.0 ⇥ 10�5 –
x sin� from D0 ! K+⇡� 13 ⇥ 10�4 [228] 3.2 ⇥ 10�4 4.6 ⇥ 10�4 8.0 ⇥ 10�5 –
x sin� from multibody decays – (K3⇡) 4.0 ⇥ 10�5 (K0

S
⇡⇡) 1.2 ⇥ 10�4 (K3⇡) 8.0 ⇥ 10�6 –
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[C Langenbruch @ Implications of LHC measurements
and future prospects, 2018/10]
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Figure 14-12. The overall 95% CL for ( , ) in 1998, including the limits on via the
amplitude measurements (described in the text). Each contour is a 95% CL obtained with one fixed
set of theoretical parameters. These parameters are scanned within the boundaries of Table 14-3
and the set of all these contours represents the best constraints on and at 95% CL. Also
shown (for illustrative purposes only) as dotted lines, are the individual constraints brought by the
different measurements: they are obtained by varying coherently all the uncertainties (experimental
and theoretical) to produce the maximum and minimum variation in this plane. For , the
dotted line represents the constraint obtained by taking the ratio using simply the limit
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[ALPHA Collaboration,
PRL 119 (2017) 102001]
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FIG. 2. Running couplings of Nf = 3 QCD from in-
tegrating the nonperturbative �-functions in the SF and
GF schemes [13, 14]. They are matched nonperturbatively
by defining ḡ2SF(µ0) = 2.012 and computing ḡ2GF(µ0/2) =
2.6723(64).

Monte Carlo methods, this coupling has a statistical un-
certainty that scales as �statḡ2SF ⇠ ḡ4SF, leading to good
precision at high energies. Moreover, its �-function is
known to NNLO [24, 25]. These two properties make it
an ideal choice to match with the asymptotic perturba-
tive regime of QCD.

Second, one can use the gradient flow (GF) to define
renormalized couplings [26]. The flow field Bµ(t, x) is the
solution of the gradient flow equation

@tBµ(t, x) = D⌫G⌫µ(t, x) ,

Gµ⌫(t, x) = @µB⌫ � @⌫Bµ + [Bµ, B⌫ ] ,
(9)

with the initial value Bµ(0, x) given by the original gauge
field. In infinite volume a renormalized coupling is de-
fined by

ḡ21(µ) =
16⇡2

3
⇥ t2hE(t)i

���
µ=1/

p
8t

, (10)

using the action density at positive flow time [26],
E(t) = 1

4G
a
µ⌫(t, x)G

a
µ⌫(t, x). In finite volume the cou-

pling ḡ2GF(µ) is defined by imposing a fixed relation,
p
8t = cL, between the flow time and the volume [21, 27].

Details can be found in the original work [14]. Since
the statistical precision is generally good and scales as
�statḡ2GF ⇠ ḡ2GF, this coupling is well suited at low ener-
gies.

In order to exploit the advantages of both finite-volume
schemes, we use the GF scheme at low energies, between
µhad and µ0. There we switch nonperturbatively to the
SF scheme (see Figure 2). Then we run up to µPT. In
this way, we connected hadronic scales to µPT [13, 14],
cf. Table I.

TABLE II. Scale ratios and values of the coupling determined
from nonperturbative running from µhad to µ0/2 in the GF
and from µ0 to µPT in the SF scheme.

ḡ2GF(µhad) ḡ2SF(µPT) µPT/µhad ⇤(3)

MS
/µhad

11.31 1.193(5) 349.7(6.8) 1.729(57)
10.20 1.193(5) 322.2(6.3) 1.593(53)

In Table II we show our intermediate results for
ḡ2SF(µPT) and µPT/µhad for two choices1 of a typical
hadronic scale µhad of a few hundred MeV. In addition,

we give ⇤(3)

MS
/µhad, obtained by the NNLO perturbative

asymptotic relation and the exact conversion to the MS
scheme. We have verified that the systematic uncertainty
⇠ ↵2(µPT) and power corrections ⇠ (⇤/µPT)k from this
limited use of perturbation theory at scales above µPT

are negligible compared to our statistical uncertainties
[13, 28].

CONNECTION TO THE HADRONIC WORLD

The second key element is the nonperturbative deter-
mination of µhad in units of the experimentally accessible
f⇡K. Our determination is based on CLS ensembles [29]
of Nf = 3 QCD with mu = md ⌘ bm in large volume. It
is convenient to define a scale µref by the condition2

ḡ21(µref) = 1.6⇡2
⇡ 15.8 , (11)

and trajectories in the (bare) quark mass plane (bm,ms)
by keeping the dimensionless ratio

�4 = (m2
K +m2

⇡/2) / µ
2
ref (12)

constant. Moreover, we define a reference scale µ?
ref at

the symmetric point (mu = md = ms) by

µ?
ref ⌘ µref

���
�4=1.11,mu=md=ms

. (13)

The requirement that the �4=constant trajectory passes
through the physical point, defined by

m2
⇡/f

2
⇡K = 0.8341, m2

K/f
2
⇡K = 11.21 , (14)

results in �4 = 1.11(2) in the continuum limit [30] and
motivates the particular choice in eq. (13).

1
In [14] only µhad,1 was considered. Here we extend the analysis

to µhad,2 in order to have an additional check of our connection

of large and small volume physics.
2
Note that µref is defined ensemble by ensemble, and therefore it

is a function of the quark masses. Instead of µref , it is customary

in the lattice literature to quote
p
8t0 = 1/µref [26].

) ↵MS
s (MZ) = 0.11852(84)

[Kronfeld, Annu. Rev. Nucl.
Part. Sci. 62 (2012)]
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lightest scalar glueball (26). The pseudoscalar, tensor, and first radially excited
scalar glueballs are all 800–900 MeV higher than the lowest scalar (24).

Lattice QCD has been used to verify the mass spectrum of quark-model hadrons
within a few percent. Figure 2 shows four broad efforts on the spectrum of
the isopsin-1 light mesons and the isospin-12 and -32 baryons (27, 28, 29, 30, 31).
All these simulations include 2 + 1 flavors of sea quarks, and the error bars in
References 27, 28, 30 reflect thorough analyses of the systematic uncertainties.
A satisfying feature of Figure 2 is that the results do not depend in a systematic
way on the fermion formulation chosen for the quarks. Even the latest results for
the difficult η-η′ splitting are encouraging (32,33,34).

Figure 2 includes predictions for mesons with quark content b̄c (38, 36, 39).
The prediction for the pseudoscalar Bc has been (subsequently) confirmed by
experiment (40,41), whereas the prediction for the vector B∗

c awaits confirmation.
These predictions build on successful calculations of the bb̄ and cc̄ spectra (37,
42,43,44,45), which reproduce the experimental results well.

The most striking aspect of the spectrum is how well it agrees with nature.
The nucleons provide almost all the mass in everyday objects, and their masses
have been verified within 3.5%. Their mass mostly comes, via m = E/c2, from
the kinetic energy of the quarks and the energy stored in the sausage-like flux
tube(s) holding the quarks together.
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Figure 2: Hadron spectrum from lattice QCD. Comprehensive results for
mesons and baryons are from MILC (27, 28), PACS-CS (29), BMW (30), and
QCDSF (31). Results for η and η′ are from RBC & UKQCD (32), Hadron Spec-
trum (33) (also the only ω mass), and UKQCD (34). Results for heavy-light
hadrons from Fermilab-MILC (35), HPQCD (36), and Mohler & Woloshyn (37).
Circles, squares, and diamonds stand for staggered, Wilson, and chiral sea quarks,
respectively. Asterisks represent anisotropic lattices. Open symbols denote the
masses used to fix parameters. Filled symbols (and asterisks) denote results.
Red, orange, yellow, green, and blue stand for increasing numbers of ensembles
(i.e., lattice spacing and sea quark mass). Horizontal bars (gray boxes) denote
experimentally measured masses (widths). b-flavored meson masses are offset by
−4000 MeV.
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• complete list of references 
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fB+ fB0 fB fBs

FNAL/MILC 17 [5] 2+1+1 A ⋆ ⋆ ⋆ ⋆ " 189.4(1.4) 190.5(1.3) 189.9(1.4) 230.7(1.2)

HPQCD 17A [72] 2+1+1 A ⋆ ⋆ ⋆ ◦ " − − 196(6) 236(7)

ETM 16B [27] 2+1+1 A ⋆ ◦ ◦ ◦ " − − 193(6) 229(5)

ETM 13E [551] 2+1+1 C ⋆ ◦ ◦ ◦ " − − 196(9) 235(9)

HPQCD 13 [71] 2+1+1 A ⋆ ⋆ ⋆ ◦ " 184(4) 188(4) 186(4) 224(5)

RBC/UKQCD 14 [76] 2+1 A ◦ ◦ ◦ ◦ " 195.6(14.9) 199.5(12.6) − 235.4(12.2)

RBC/UKQCD 14A [75] 2+1 A ◦ ◦ ◦ ◦ " − − 219(31) 264(37)

RBC/UKQCD 13A [552] 2+1 C ◦ ◦ ◦ ◦ " − − 191(6)⋄stat 233(5)⋄stat
HPQCD 12 [74] 2+1 A ◦ ◦ ◦ ◦ " − − 191(9) 228(10)

HPQCD 12 [74] 2+1 A ◦ ◦ ◦ ◦ " − − 189(4)△ −
HPQCD 11A [73] 2+1 A ⋆ ◦ ⋆ ⋆ " − − − 225(4)∇

FNAL/MILC 11 [63] 2+1 A ◦ ◦ ⋆ ◦ " 197(9) − − 242(10)

HPQCD 09 [78] 2+1 A ◦ ◦ ◦ ◦ " − − 190(13)• 231(15)•

ALPHA 14 [77] 2 A ⋆ ⋆ ⋆ ⋆ " − − 186(13) 224(14)

ALPHA 13 [553] 2 C ⋆ ⋆ ⋆ ⋆ " − − 187(12)(2) 224(13)

ETM 13B, 13C† [65, 554] 2 A ⋆ ◦ ⋆ ◦ " − − 189(8) 228(8)

ALPHA 12A [555] 2 C ⋆ ⋆ ⋆ ⋆ " − − 193(9)(4) 219(12)

ETM 12B [556] 2 C ⋆ ◦ ⋆ ◦ " − − 197(10) 234(6)

ALPHA 11 [557] 2 C ⋆ ◦ ⋆ ⋆ " − − 174(11)(2) −
ETM 11A [197] 2 A ◦ ◦ ⋆ ◦ " − − 195(12) 232(10)

ETM 09D [558] 2 A ◦ ◦ ◦ ◦ " − − 194(16) 235(12)

⋄Statistical errors only.
△Obtained by combining fBs from HPQCD 11A with fBs/fB calculated in this work.
∇This result uses one ensemble per lattice spacing with light to strange sea-quark mass ratio mℓ/ms ≈ 0.2.
•This result uses an old determination of r1 = 0.321(5) fm from Ref. [559] that has since been superseded.
†Update of ETM 11A and 12B.

Table 34: Decay constants of the B, B+, B0 and Bs mesons (in MeV). Here fB stands
for the mean value of fB+ and fB0 , extrapolated (or interpolated) in the mass of the light
valence-quark to the physical value of mud.

stay the same as those in Ref. [3],

Nf = 2 : fB = 188(7) MeV Refs. [65, 77], (196)

Nf = 2 : fBs = 227(7) MeV Refs. [65, 77], (197)

Nf = 2 :
fBs

fB
= 1.206(0.023) Refs. [65, 77], (198)
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the discretization. See Appendix A.4 for a brief description
of the different variants in use and some useful references.
Finally, χPT can also be used to estimate the size of finite-
volume effects measured in units of the inverse pion mass,
thus providing information on the systematic error due to
finite-volume effects in addition to that obtained by compar-
ing simulations at different volumes.

Critical slowing down:
The lattice spacings reached in recent simulations go down
to 0.05 fm or even smaller. In this regime, long autocor-
relation times slow down the sampling of the configura-
tions [66– 75]. Many groups check for autocorrelations in a
number of observables, including the topological charge, for
which a rapid growth of the autocorrelation time is observed
with decreasing lattice spacing. This is often referred to as
topological freezing. A solution to the problem consists in
using open boundary conditions in time, instead of the more
common antiperiodic ones [76]. More recently two other
approaches have been proposed, one based on a multiscale
thermalization algorithm [77] and another based on defin-
ing QCD on a nonorientable manifold [78]. The problem
is also touched upon in Sect. 9.2, where it is stressed that
attention must be paid to this issue. While large-scale simula-
tions with open boundary conditions are already far advanced
[79], unfortunately so far no results reviewed here have been
obtained with any of the above methods. It is usually assumed
that the continuum limit can be reached by extrapolation from
the existing simulations and that potential systematic errors
due to the long autocorrelation times have been adequately
controlled.

Simulation algorithms and numerical errors:
Most of the modern lattice-QCD simulations use exact algo-
rithms such as those of Refs. [80,81], which do not produce
any systematic errors when exact arithmetic is available. In
reality, one uses numerical calculations at double (or in some
cases even single) precision, and some errors are unavoid-
able. More importantly, the inversion of the Dirac operator is
carried out iteratively and it is truncated once some accuracy
is reached, which is another source of potential systematic
error. In most cases, these errors have been confirmed to
be much less than the statistical errors. In the following we
assume that this source of error is negligible. Some of the
most recent simulations use an inexact algorithm in order to
speed-up the computation, though it may produce systematic
effects. Currently available tests indicate that errors from the
use of inexact algorithms are under control.

2 Quality criteria, averaging and error estimation

The essential characteristics of our approach to the problem
of rating and averaging lattice quantities have been outlined

in our first publication [1]. Our aim is to help the reader assess
the reliability of a particular lattice result without necessarily
studying the original article in depth. This is a delicate issue,
since the ratings may make things appear simpler than they
are. Nevertheless, it safeguards against the common prac-
tice of using lattice results, and drawing physics conclusions
from them, without a critical assessment of the quality of the
various calculations. We believe that, despite the risks, it is
important to provide some compact information as regards
the quality of a calculation. We stress, however, the impor-
tance of the accompanying detailed discussion of the results
presented in the various sections of the present review.

2.1 Systematic errors and colour code

The major sources of systematic error are common to most
lattice calculations. These include, as discussed in detail
below, the chiral, continuum and infinite-volume extrapo-
lations. To each such source of error for which systematic
improvement is possible we assign one of three coloured
symbols: green star, unfilled green circle (which replaced in
Ref. [2] the amber disk used in the original FLAG review [1])
or red square. These correspond to the following ratings:

⋆ the parameter values and ranges used to generate the
datasets allow for a satisfactory control of the system-
atic uncertainties;

◦ the parameter values and ranges used to generate the
datasets allow for a reasonable attempt at estimat-
ing systematic uncertainties, which, however, could be
improved;

! the parameter values and ranges used to generate the
datasets are unlikely to allow for a reasonable control
of systematic uncertainties.

The appearance of a red tag, even in a single source of sys-
tematic error of a given lattice result, disqualifies it from
inclusion in the global average.

The attentive reader will notice that these criteria differ
from those used in Refs. [1,2]. In the previous FLAG edi-
tions we used the three symbols in order to rate the relia-
bility of the systematic errors attributed to a given result by
the paper’s authors. This sometimes proved to be a daunt-
ing task, as the methods used by some collaborations for
estimating their systematics are not always explained in
full detail. Moreover, it is sometimes difficult to disentan-
gle and rate different uncertainties, since they are inter-
woven in the error analysis. Thus, in the present edition
we have opted for a different approach: the three sym-
bols rate the quality of a particular simulation, based on
the values and range of the chosen parameters, and its
aptness to obtain well-controlled systematic uncertainties.
They do not rate the quality of the analysis performed
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The essential characteristics of our approach to the problem
of rating and averaging lattice quantities have been outlined

in our first publication [1]. Our aim is to help the reader assess
the reliability of a particular lattice result without necessarily
studying the original article in depth. This is a delicate issue,
since the ratings may make things appear simpler than they
are. Nevertheless, it safeguards against the common prac-
tice of using lattice results, and drawing physics conclusions
from them, without a critical assessment of the quality of the
various calculations. We believe that, despite the risks, it is
important to provide some compact information as regards
the quality of a calculation. We stress, however, the impor-
tance of the accompanying detailed discussion of the results
presented in the various sections of the present review.

2.1 Systematic errors and colour code

The major sources of systematic error are common to most
lattice calculations. These include, as discussed in detail
below, the chiral, continuum and infinite-volume extrapo-
lations. To each such source of error for which systematic
improvement is possible we assign one of three coloured
symbols: green star, unfilled green circle (which replaced in
Ref. [2] the amber disk used in the original FLAG review [1])
or red square. These correspond to the following ratings:

⋆ the parameter values and ranges used to generate the
datasets allow for a satisfactory control of the system-
atic uncertainties;

◦ the parameter values and ranges used to generate the
datasets allow for a reasonable attempt at estimat-
ing systematic uncertainties, which, however, could be
improved;

! the parameter values and ranges used to generate the
datasets are unlikely to allow for a reasonable control
of systematic uncertainties.

The appearance of a red tag, even in a single source of sys-
tematic error of a given lattice result, disqualifies it from
inclusion in the global average.

The attentive reader will notice that these criteria differ
from those used in Refs. [1,2]. In the previous FLAG edi-
tions we used the three symbols in order to rate the relia-
bility of the systematic errors attributed to a given result by
the paper’s authors. This sometimes proved to be a daunt-
ing task, as the methods used by some collaborations for
estimating their systematics are not always explained in
full detail. Moreover, it is sometimes difficult to disentan-
gle and rate different uncertainties, since they are inter-
woven in the error analysis. Thus, in the present edition
we have opted for a different approach: the three sym-
bols rate the quality of a particular simulation, based on
the values and range of the chosen parameters, and its
aptness to obtain well-controlled systematic uncertainties.
They do not rate the quality of the analysis performed
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Table 33 Ratios of decay constants of the B and Bs mesons (for details see Table 32)

Collaboration Refs. Nf Publication
status

Continuum
extrapolation

Chiral
extrapolation

Finite
volume

Renormalization/
matching

Heavy-quark
treatment

fBs / fB+ fBs / fB0 fBs / fB

ETM 13E [456] 2 + 1 + 1 C ⋆ ◦ ◦ ◦ " − − 1.201(25)

HPQCD 13 [52] 2 + 1 + 1 A ⋆ ⋆ ⋆ ◦ " 1.217(8) 1.194(7) 1.205(7)

RBC/UKQCD 14 [53] 2 + 1 A ◦ ◦ ◦ ◦ " 1.223(71) 1.197(50) −
RBC/UKQCD 14A [54] 2 + 1 A ◦ ◦ ◦ ◦ " − − 1.193(48)

RBC/UKQCD 13A [457] 2 + 1 C ◦ ◦ ◦ ◦ " − − 1.20(2)stat
a

HPQCD 12 [55] 2 + 1 A ◦ ◦ ◦ ◦ " − − 1.188(18)

FNAL/MILC 11 [48] 2 + 1 A ◦ ◦ ⋆ ◦ " 1.229(26) − −
RBC/UKQCD 10C [464] 2 + 1 A # # # ◦ " − − 1.15(12)

HPQCD 09 [59] 2 + 1 A ◦ ◦ ◦ ◦ " − − 1.226(26)

ALPHA 14 [57] 2 A ⋆ ⋆ ⋆ ⋆ " − − 1.203(65)

ALPHA 13 [458] 2 C ⋆ ⋆ ⋆ ⋆ " − − 1.195(61)(20)

ETM 13B, 13Cb [20,58] 2 A ⋆ ◦ ⋆ ◦ " − − 1.206(24)

ALPHA 12A [459] 2 C ⋆ ⋆ ⋆ ⋆ " − − 1.13(6)

ETM 12B [460] 2 C ⋆ ◦ ⋆ ◦ " − − 1.19(5)

ETM 11A [182] 2 A ◦ ◦ ⋆ ◦ " − − 1.19(5)

a Statistical errors only
b Update of ETM 11A and 12B
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fore we have established separate criteria forαs results, which
will be discussed in Sect. 9.2.

2.1.2 Heavy-quark actions

In most cases, and in particular for the b quark, the dis-
cretization of the heavy-quark action follows a very different
approach to that used for light flavours. There are several
different methods for treating heavy quarks on the lattice,
each with their own issues and considerations. All of these
methods use Effective Field Theory (EFT) at some point in
the computation, either via direct simulation of the EFT, or
by using EFT as a tool to estimate the size of cutoff errors, or
by using EFT to extrapolate from the simulated lattice quark
masses up to the physical b-quark mass. Because of the use
of an EFT, truncation errors must be considered together with
discretization errors.

The charm quark lies at an intermediate point between the
heavy and light quarks. In our previous review, the bulk of the
calculations involving charm quarks treated it using one of
the approaches adopted for the b quark. Many recent calcu-
lations, however, simulate the charm quark using light-quark
actions, in particular the N f = 2 + 1 + 1 calculations. This
has become possible thanks to the increasing availability of
dynamical gauge field ensembles with fine lattice spacings.
But clearly, when charm quarks are treated relativistically,
discretization errors are more severe than those of the corre-
sponding light-quark quantities.

In order to address these complications, we add a new
heavy-quark treatment category to the rating system. The
purpose of this criterion is to provide a guideline for the level
of action and operator improvement needed in each approach
to make reliable calculations possible, in principle.

A description of the different approaches to treating heavy
quarks on the lattice is given in Appendix A.1.3, includ-
ing a discussion of the associated discretization, truncation,
and matching errors. For truncation errors we use HQET
power counting throughout, since this review is focussed on
heavy-quark quantities involving B and D mesons rather than
bottomonium or charmonium quantities. Here we describe
the criteria for how each approach must be implemented
in order to receive an acceptable (!) rating for both the
heavy-quark actions and the weak operators. Heavy-quark
implementations without the level of improvement described
below are rated not acceptable ( !). The matching is evalu-
ated together with renormalization, using the renormaliza-
tion criteria described in Sect. 2.1.1. We emphasize that
the heavy-quark implementations rated as acceptable and
described below have been validated in a variety of ways,
such as via phenomenological agreement with experimental
measurements, consistency between independent lattice cal-
culations, and numerical studies of truncation errors. These
tests are summarized in Sect. 8.

Relativistic heavy-quark actions:
! at least tree-level O(a) improved action and weak opera-
tors.
This is similar to the requirements for light-quark actions. All
current implementations of relativistic heavy-quark actions
satisfy this criterion.
NRQCD
! tree-level matched through O(1/mh) and improved
through O(a2).
The current implementations of NRQCD satisfy this crite-
rion, and also include tree-level corrections of O(1/m2

h) in
the action.
HQET
! tree-level matched through O(1/mh) with discretization
errors starting at O(a2).
The current implementation of HQET by the ALPHA Col-
laboration satisfies this criterion, since both action and weak
operators are matched nonperturbatively through O(1/mh).
Calculations that exclusively use a static-limit action do not
satisfy this criterion, since the static-limit action, by defini-
tion, does not include 1/mh terms. We therefore consider
static computations in our final estimates only if truncation
errors (in 1/mh) are discussed and included in the systematic
uncertainties.

Light-quark actions for heavy quarks
! discretization errors starting at O(a2) or higher.
This applies to calculations that use the tmWilson action,
a nonperturbatively improved Wilson action, or the HISQ
action for charm-quark quantities. It also applies to calcula-
tions that use these light-quark actions in the charm region
and above together with either the static limit or with an
HQET inspired extrapolation to obtain results at the physical
b quark mass. In these cases, the continuum extrapolation
criteria described earlier must be applied to the entire range
of heavy-quark masses used in the calculation.

2.1.3 Conventions for the figures

For a coherent assessment of the present situation, the quality
of the data plays a key role, but the colour coding cannot be
carried over to the figures. On the other hand, simply showing
all data on equal footing would give the misleading impres-
sion that the overall consistency of the information available
on the lattice is questionable. Therefore, in the figures we
indicate the quality of the data in a rudimentary way, using
the following symbols:

" corresponds to results included in the average or estimate
(i.e. results that contribute to the black square below);

"# corresponds to results that are not included in the average
but pass all quality criteria;

# corresponds to all other results;

123

It is clear that the decay constants for charged and neutral B mesons play different roles
in flavour-physics phenomenology. As already mentioned above, the knowledge of the B+-
meson decay constant fB+ is essential for extracting |Vub| from leptonic B+ decays. The
neutral B-meson decay constants fB0 and fBs are inputs for the search of new physics in rare
leptonic B0 decays. In view of this, it is desirable to include isospin-breaking effects in lattice
computations for these quantities, and have results for fB+ and fB0 . With the increasing
precision of recent lattice calculations, isospin splittings for B-meson decay constants are
significant, and will play an important role in the foreseeable future. A few collaborations
reported fB+ and fB0 separately by taking into account strong isospin effects in the valence
sector, and estimated the corrections from electromagnetism. To properly use these results
for extracting phenomenologically relevant information, one would have to take into account
QED effects in the B-meson leptonic decay rates.44 Currently, errors on the experimental
measurements on these decay rates are still very large. In this review, we will then concentrate
on the isospin-averaged result fB and the Bs-meson decay constant, as well as the SU(3)-
breaking ratio fBs/fB . For the world average for lattice determination of fB+ and fBs/fB+ ,
we refer the reader to the latest work from the Particle Data Group (PDG) [132]. Notice that
the Nf = 2+ 1 lattice results used in Ref. [132] and the current review are identical. We will
discuss this in further detail at the end of this subsection.

The status of lattice-QCD computations for B-meson decay constants and the SU(3)-
breaking ratio, using gauge-field ensembles with light dynamical fermions, is summarized in
Tabs. 34 and 35, while Figs. 23 and 24 contain the graphical presentation of the collected
results and our averages. Many results in these tables and plots were already reviewed in
detail in the previous FLAG report. Below we will describe the new results that appeared
after January 2016.

Figure 23: Decay constants of the B and Bs mesons. The values are taken from Tab. 34 (the
fB entry for FNAL/MILC 11 represents fB+). The significance of the colours is explained in
Sec. 2. The black squares and grey bands indicate our averages in Eqs. (196), (199), (202),
(197), (200) and (203).

No new Nf = 2 and Nf = 2+1 project for computing fB, fBs and fBs/fB were completed
after the publication of the previous FLAG review [3]. Therefore, our averages for these cases

44See Ref. [204] for a strategy that has been proposed to account for QED effects.
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[Detmold, Lehner, Meinel PRD 92 (2015) 034503]

[cf. Detmold, Lin, Meinel, Wingate PRD 88 (2013) 014512]18
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FIG. 6. �b � p vector form factors: lattice results and extrapolation to the physical limit (nominal fit). The bands indicate
the 1� statistical uncertainty.
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⇒  O7, O9, O10 (similar for B→π by FNAL/MILC, id. charm ETM)
[FLAG4, Aoki et al., arXiv:1902.08191]

• lattice results at similar level of maturity as for SM tree-level decays 

• channels with vectors in final state (e.g. K*) much more complicated: 
treatment of resonances in Euclidean amplitudes quite non-trivial 

• matrix elements of charmed penguins in Hw involve similar difficulties 
as n non-leptonic K and B decay — difficult nut to crack. (bounds?)
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Figure 8: Momentum dependencies of the Lorentz-invariant form factors f+(q2) (orange bands)
and f0(q2) (cyan bands), extrapolated to the physical pion mass and to the continuum and infinite
volume limits, for the D ! ⇡ (left panel) and D ! K (right panel) transitions, including their

total uncertainties. For comparison, the values of fD⇡(K)
+ (q2) determined by BELLE, BABAR,

CLEO and BESIII collaborations in Refs. [11, 12, 13, 14, 15] are shown. The bands correspond
to the total (statistical + systematic) uncertainty at one standard-deviation level.

6 Results from the global fit and comparison with experimental
data

The momentum dependencies of the physical Lorentz-invariant vector and scalar form factors,
extrapolated to the physical pion mass and to the continuum and infinite volume limits, are
shown in Fig. 8 for both the D ! ⇡ and D ! K transitions. Our results exhibit a remarkable
precision in the full range of values of q2 covered by the experiments (i.e., 0  q

2
 q

2
max =

(MD �M⇡(K))
2
' 3.0(1.9) GeV2). Our results for the vector form factors fD⇡

+ (q2) and f
DK
+ (q2)

can be compared with the corresponding values determined by BELLE, BABAR, CLEO and
BESIII collaborations in Refs. [11, 12, 13, 14, 15], where the partial decay rates have been
measured (see also Refs. [48, 49] for a summary of the experimental results). The agreement is
good except at high values of q2, where some deviations are visible.

In Fig. 9 our main results for the vector and scalar form factors are compared with those
obtained by choosing only the kinematical configurations corresponding to the D-meson rest
frame and by performing the extrapolations to the physical pion mass and to the continuum
and infinite volume limits without including the hypercubic terms (35) and (41). In other words,
the continuum extrapolation is based only on the discretization terms contained in Eqs. (46-47).
It can be seen that the neglect of hypercubic e↵ects in the analysis and the use of a limited subset
of data lead to some distortions of the extrapolated form factors, which are more pronounced
in the case of the scalar form factor. Such distortions are found to be comparable with present
global uncertainties within one standard-deviation. They may become more relevant as the
precision of the data will be increased in the future.

In Table 4 we provide a set of synthetic data points for the vector and scalar D ! ⇡ form
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the total (statistical + systematic) uncertainty at the level of one standard deviation.
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q2 dependence of form factors

[from H Ma’s talk on behalf of BESIII at CHARM 2015]

13

Extracted Parameters of Form Factors

D0�K-e+v D0��-e+v

fK
+(0)|Vcs| 0.7209�0.0022�0.0033 f�+(0)|Vcd| 0.1475�0.0014�0.0005

Simple Pole
Mpole 1.9207�0.0103�0.0069 Mpole 1.9114�0.0118�0.0038

fK
+(0)|Vcs| 0.7163�0.0024�0.0034 f�+(0)|Vcd| 0.1437�0.0017�0.0008

Mod. Pole
� 0.3088�0.0195�0.0129 � 0.2794�0.0345�0.0113

fK
+(0)|Vcs| 0.7139�0.0023�0.0034 f�+(0)|Vcd| 0.1415�0.0016�0.0006

ISGW2
rISGW2 1.6000�0.0141�0.0091 rISGW2 2.0688�0.0394�0.0124

fK
+(0)|Vcs| 0.7172�0.0025�0.0035 f�+(0)|Vcd| 0.1435�0.0018�0.0009

Series.2.Par
r1 -2.2278�0.0864�0.0575 r1 -2.0365�0.0807�0.0260

fK
+(0)|Vcs| 0.7196�0.0035�0.0041 f�+(0)|Vcd| 0.1420�0.0024�0.0010

r1 -2.3331�0.1587�0.0804 r1 -1.8434�0.2212�0.0690Series.3.Par

r2 3.4223�3.9090�2.4092 r2 -1.3871�1.4615�0.4677

D0��-e+vD0�K-e+v



various parametrisations based on pole dominance: Bećirević-Kaidalov, 
Ball-Zwicky, Hill, ... difficult to systematically improve precision

z-parametrisations proposed to solve this issue (almost) rigourously by 
exploiting unitarity and crossing symmetry

[Bečirević, Kaidalov PLB 478 (2000) 417]
[Ball, Zwicky PRD 71 (2005) 014015]

[Hill PRD 73 (2006) 014012]

[Okubo PRD 3 (1971) 2807, 4 (1971) 725]
[Bourrely, Machet, de Rafael NPB 189 (1981) 157]

[Boyd, Grinstein, Lebed PRL 74 (1995) 4603]
[Lellouch NPB 479 (1996) 353]

[Bourrely, Caprini, Micu EJPC 27 (2003) 439]
[Arnesen, Grinstein, Rothstein, Stewart PRL 95 (2005) 071802]

[Becher, Hill PLB 633 (2006) 61]
[Flynn, Nieves PRD 75 (2007) 013008]

[Bourrely, Caprini, Lellouch PRD 79 (2009) 013008]

a benchmark case: f+(B ! ⇥l�)
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crucial for optimal use:
- all sub-threshold poles included in Blaschke factor 
- fixed kinematics (coefficients implicitly depend on quark masses)

(recommended by FLAG)

a benchmark case: f+(B ! ⇥l�)



does the unitarity bound apply?

• using a z-parametrisation as part of a global fit including a, mq, ...
(modified z-expansion) tricky 
- poles can cross threshold as quark masses change 
- complicated entanglement of (mq,a) dependence (complete form 

factor vs. z-parametrisation coefficient) 

• pole structure not always well-known (scalar channels, D decay), 
or complicated (Λb decay) 

• missing sub-threshold poles may imply convergence breakdown 
(proton charge radius analysis by Hill, Paz et al, D semileptonic 
decay data by Bećirević et al)

[Hill, Paz PRD 82 (2010) 113005]
[Bhattacharya, Hill, Paz PRD 84 (2011) 073006]

[Epstein, Paz, Roy PRD 90 (2014) 074027]
[Bečirević et al arXiv:1407.1019]


