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FTS

FTS 2.2.3 has been deployed at BNL (and TO and other
T1s)
— ADLERS32 Checksum checking via srmls
— |f SRM does not return the checksum, it will also ask the
associated grid-ftp server to return the checksum.
— Three modes for checking:

« Compare source and destination without the checksum information
from the client

. Clompare source and destination with provided checksum from the
client

« Compare the destination with provided checksum from the client.
— Current DQ2 uses this. But, the 2" option should be more efficient?
— Srmls is always called for the source and the destination files
regardless of the modes.
« SRM/SE must be able to handle a lot calls of checksum checking.



FTS

« Status of checksum capabillities at various sites.

— dCache sites (BNL, MWT2, AGLT2)

« dCache natively supports ADLER32 checksum.
« Checksum is stored within the metadata of the name space.

— BeStMan sites (SLAC, NET2, SWT2)

« BeStMan SRM supports checksum calculation as well as an
external command to calculate the checksum.

« Since BeStMan SRM does not store the checksum internally,
it is up-to the backend storage and/or external program to
store the checksum value if it is desired.

— SLAC: Checksum value is stored in extended attributes of the
storage file system (GPFS)

— SWT2: Checksum is not supported. However, the backend
gridftp returns the ADLERS32 checksum.

— NET2: Checksum is not supported. It is currently investigated.



Checksum Performance

Using a 3600MB file, the following is the typical(?)
breakdown of transaction time within a transfer.

Total Actual checksum
transfer
dCache 210 2{0]0) 0.3
(AGLT2) | seconds seconds seconds
BeStMan 120 100 5
(SLAC) | seconds | seconds | seconds




Checksum option in BeStMan

defaultChecksumType=adler32
showChecksumWhenListingFile=true
hexChecksumCommand=“some command”
NoDirBrowsing=true

What is the best practice?

— Storing checksum will reduce the load when it is a source of a
transfer. Remember: srmls is issued for source as well as

destination.
« Storing in extended attributes of the file system sounds very
efficient.

— Example(s) for external command(s) to write-to and read-from SE to
work with BeStMan would be very helpful?
« Does it distribute the load when multiple files are written at the
same time?

— Transaction capability test is planed within the throughput test
program.



DQ2

« New DQ2 SS, which utilizes the FTS
checksum capabillity, is deployed at BNL.

— Destination checksum is checked by srmls
against known checksum.

— No more US special modification DQ2 SS

— It can simultaneously supports checksum
capable and non-capable sites.

— All US sites will be served by BNL DQ2 SS.

* Currently, BNL, AGLT2, MWT2 and SLAC sites
are being served by BNL DQ2.



Consequence of DQ2 SS
consolidation

« Advantage

— T2 administrators are no longer responsible for
maintaining DQ2 SS at T2s.

« Disadvantage

— The log is no longer available at each T2 center,
eliminating the capabillity for T2 administrators to look
at the logs directly (via grep) to debug DDM problems
at own sites.

« DQ2 log viewer should reduce (or eliminate) the need to
have logs locally.
— http://www.usatlas.bnl.gov/dg2log/dg2log (for T1 and T2s)
— http://www.usatlas.bnl.gov/dqg2logt3/dg2log (for T3)



DQ2 Log Viewer

The method to see the content of DQ2 SS logs remotely
for anyone to identify the problem.

It uses Ferret (with Ruby on Rails), which is a full feature
text search engine library. (like Lucene Java)

Each entry in the logs are indexed and stored.

The time stamp is stored separately to speed up the
search by a time constraint

It has found to work with at least a few hundred million
entries/rows.

The complex search is possible using “AND, OR, NOT”

The search is very fast. (Comparing to grep, it feels
much faster.)



DQ2 Log viewer

The link to the log viewer has been in place within PANDA monitor to debug
the “transferring” jobs.
— The search can be quite complex. It is making large “OR” of the following items,
« Dataset name
« DUID
» LFNs and GUIDs of all files in a given dataset

— The search result is color coded to easilr)\/| identify the cause of the problems from
many entries. Eg. INFO is green. WARNING is yellow. Error information is red.

A user can construct own search

It shows the plots of all transfers within last 10 minutes as well as latest
actual log entries.

— Updated live 10 times while the page is viewed. User can request to view many
more times.

— Thelog is “actual” because it is the result of simple “tail” and not from the index.

In the future, the remote HT TP API might be added if it is found to be more
useful than the web page.



BNL Tierd DQ?2 logs

View and search BNL DQ2 loz.

Szarch words{one string word per zach line. Can vez * to match.)
For example, to search I1fn of st=p0% 202010030004 381 phvsies C.merg= DPD TYPEQS closed. (001_12633583375

—_——

and guid of c2278551-2313-4313-0352-18 8acddac Dbl
Tvpe (stepl8. 202010030004 381 physics_C.mergz DPD TYPE(QG.closed, (0001 1263808375 OR 'c22758331-2318-4818-5353-882cd0actbl

(Or sz the Dataszt name option below.)
Dataszt names (Just onz):

Timz Ranzz

Start Tima(zg. 200910710 19:54) .

TR LT

End tima (zg. 2005/10/11 20:00)
Wlam entrizs perpaze | 200 [1]

Click to search [_Sesron ]

Showing the last 100 linss of the log. Updatad every 10s. Avtomatically stops after 10 times. You must click "Start tail" again to rastart tailing if vou want to ss= it
Start tail Stop tail

2010-03-07 20:17:17,675 - TWFO - Wothing to do for swbseription me03_TTV. 108400 Pythizh_comudX merze A0D 2477 5624 5633 c1064_£1051_tig108166_00 for sit
WISC_MCDEK.

2010-03-07 20:17:17,680 - TNFO - Subscription mel8_TT=V.106022 BythizWrasns_1Lepton.marze AOD.2468_s624 5633 1064 ¢1051_tig108138_00 for sits WISC_MCDISK will
quary [BNL-03G2_MCDEK, AGLT2 MCDEK] and (tock off: [], blacklistzd: [])




« Result of an example search
“ddo.000001.Atlas.ldeal.DBRelease.v08010301” as a
dataset to be searched.

2010-02-19 09:40:23 943 - INFO - FT2 ID bA365404-1464-1 1d85-af 78-£7bT6eaTef85 EERVER https:/ft=02 veatlas bnl gov: 8443/ slite-data-transfar-fta'services Fila Transfersrm:
osgservid slac stanford sdu'srmiv server T8F N=/xrootd atlas atlashotéislk'déo DBR 2leasa w8030 1/iddo 000001 Atlas Td=al DER=l=aze v 080301/ DER=l=as=-8.3. 1 tar.z=
semefosgx ] hep vive sdu: 844 3 sem/managerv 2 TRFN=/pnfa hep vive adu/datad/atlas/'datadislc'ddo/ DB Rl 2asa 18030 1/ddo 00001 Atlas Td=al DER2lzasz + 080301/ DBRalzas=-8.3 1 tar g=
AATA AT 10 AR ANSD YN ™™ TFAT TMATETY e e T L e A DA e e e YDA L A Ll A A A3 _ MDD Ao anDnZnT
2010-03-06 17:40:39,022 - INFO - Qusved 52 filz: missing for subscription édo 000001 . Atlas Tdzal DER=lease w08010301 for site ILLINOIRHEE DATADIZE.
2000-03-06 17:40:35 970 - INFO - Quesed 92 filss for transfer for svheeription ddo 000001 Atlas Idzal DER=l=ase v 18010301 vsing channel BNL-03G2_HOTDIZE ->
TTTHIATTLITT AT ATYWTOT"
2010-03-07 (00:14:24 851 - INFO - Nothing to do for subseription ddo. (00001 Atlaz Id=al DER=zlzase v08010301 for site [LLINOIZHEP DATADIRK.
2010-03-07 (00:16:26,223 - INFO - Subseription ddo 000001 Atlas Tdeal DER=lzaze v08010301 for site ILLINOIZHEP DATADISE will query [BNL-08G2 HOTDISK'] and (took off: [],
blacklisted: [}
2010-03-07 00:] - INFO - Mothing to do for svbecription déo. 00000 1. Atlas Id=al DERelzaze v8010301 for site ILLINOISHEP DATADIZK.
2010-03-07 00: 13.2'.-':694- - INFO - Subseription ddo. 000001 Atlas Tdzal DER=lease v 08010301 for sitz LLINOIZHEP DATADISK will query [BNL-02G2_HOTDIRK'] and (tock off: [],
tlacklist=d: [T}
2010-03-07 (0:18:27,656 - INFO - Nothing to do for subscription ddo. (0000 1. Atlaz Id=al DER=lease v 08010301 for site [LLINOIZHEP DATADIRK.
2010-03-07 00:15:40,103 - INFO - FATLED GUID 02d38576-b33f<4828-b2f6-833309c=2c01 FOR BNL-08G2_HOTDISK->ILLINOISHEP DATADISK [FTS State [Failad] FTS Ratriss
[1] Reason [BOURCE error during TRANSFER. PREPARATION phase: [LOCALITY] Source file [srm://desrm.usatlas ol sov/pofausatias. bl sov/ HOTDISE 'ddo/DBER slease 08010301
/édo. 000001 Atlas Tdeal DBR=lease ~-08010301/08010301._0141562 tar g=z]: locality s UNAVAILABLE] Source Host [desrm usatlas bal gov]]
2010-03-07 (0:20:23,931 - INFO - Subscription ddo. 000001 . Atlas Tdeal DBR=lzase ~-08010301 for site ILLINOIZHEP DATADIRE will query [BNL-08G2 HOTDIZK'] and (took off: [],
blacklist=d: []}
2010-03-07 (0:20:29,312 - WARNING - Bipped 1 files from BNL-08G2_HOTDIEK due to failed transfers for subscription ddo. 000001 . Atlas Té=al DBR=lzase +08010301 for
ILLINOISHEP D-!LT-!LDISK.
2010-03- - INFO - Bubseription ddo. 000001 Atlas Td=al DERzlease +08010301 for site ILLINOIRHEP DATADIRE will query [BNL-08G2 HOTDIRK'] and (took off: [],
bLa:]ch:.t:c. [],
2010-03-07 00:22:33,046 - WARNING - Skipped 1 files from BNL-03G2_HOTDIZK due to failed transfers for svbseription édo 000001 Atlas Idzal DER=lzase 03010301 for
ILLINQIRHEP DATADISK.
2010-03-07 (#0:24:36,079 - INFO - Subscription ddo. 000001 . Atlas Tdeal DBRalzase v 08010301 for site ILLINOISHEP DATADISE will query [BNL-08G2 HOTDIZE'] and (took off: [],
tlacklist=d: []}
2010-03-07 (0:24:36,464 - INFO - Quaved 1 files for transfer for subscription ddo 000001, Atlas Id=al DBRelease v 08010301 vsing channel BNL-08G2_HOTDIRK -»
ILLINOIRHEP DATADISK.




Monitoring and Data Management

. SAM (ATLAS VO)

— Test SE, CE and FTS if available.

» CE test is completely failing at all OSG sites. It will be modified to work with
OSG sites.

» SE is being tested by Icg-cr, Icg-cp and Icg-del in that order.

— The site availability is evaluated after about 2 hours from the start of the
test to take into the account of possible delayed results of various tests.

— It is a part of criteria for site status to turn on/off the site automatically.
— Grid View
 http://gridview.cern.ch/GRIDVIEW/same_index.php
— SAM dashboard
 http://dashb-atlas-sam.cern.ch/dashboard/request.py/latestresultssmry

— The automated warning program is already looking for failures from
GridView, and send email to T2 admins when it finds failures.



Grid View

Tezt Statusz : OK
Site Node
Service : Te=zt
Criticality Defining VO Tezt VO

Critical ] Execution time

Tezt Environment
Name Value
sebmitterDN O=gutcherid' O=users'O=nilchef'CI=Kor: Bos
LFC_HORT Ife trivmfca
Tezt Summary :

Detail Kezult:

ATL AR specific test chacling if 3 filz can bz copied back from headll.aglt2 ors
lavnched from sam212 . cern.ch

Copy back the 18n:ER0-leg-cr-headl ] .azlt 2 org-ATLASGROUPDIZE- 1267544512

1fn:3RM-log-cr-headll . aglts. oog-ATLASEROOPDISE-1267544512
1fc. agles.org LEC_HOST
++ pwd
+ leg-cp -v --wvo atla=s -D =zanrf -T =ranri 1fn:SBM-leg-cr-head(l.aglts.org-ATLASEROUEDISE-1267544512
file: /home/=amatlas/ . =ame/IBMre/nodes/headll . aglts . org/ testFile . tut
U=ing grid catalog type: LEC
U=ing grid catalog : lfc.aglt.org
VD mame: atlas
Trying ITRL
=rm://headll.aglts . orog/ pnf=/agles . orgd atla sgroupdi =k 32M/ SRM-1og-cr-head0] . aglts . org-ATLASGROUPDISE-
1267044812
Jource SE type: SHRMrE
ZBM Bequest Token: -Z0E1536357
UBL: fgrid/atlas/dgs/32M/IBM-log-cr-head0l.aglts. oog-ATLASGROUPDISE-1 267544518
File =ige: 41472

g=ifto: /fmeuf=07. <.oxo:ef1l/ fonfe/anlts. orr/atlasoroundi =k / SAM/ 3BM-1loo-cr-headll . aslts . org-ATLAE
Bites Abbreviations

= HTML
: - .01
3 E

P : k| 4
Wi~ ess B0 Ok OF B0 Time <GHTS smipuien || | B0 OKG OW BU]  Tiee CDHT: GRTOUTEN




SAM via Dashboard

Previous node MNext node

Test results for dcsrm.usatlas.bnl.gov

15 Hours from 2010-03-07 12:00 to 2010-03-08 03:50 UTC

SRMv2-ATLAS - Icg-cp
Legend:

Mote: brig

SRMV2-ATLAS-lcg-cr

SRMv2-ATLAS-lcg-del

1s:00




Monitoring and Data Management

« Central monitoring
— http://atlddm02.cern.ch/dg2/accounting/site_view/

— Used space via DQ2 tracker
» Keeping results from DQ2 subscriptions

— Used and available space via srm

* srm-get-space-metadata
— Although the “available” space of a given space token area by
srm is a bit “arbitrary”, the transfer will fail if it reports no space
regardless of the actual, physical space in its backend storage.
— Central Deletion

http://atlddm02.cern.ch/dg2/deletion/search/



Central monitoring

Physicsgroup diskusage evolution at AGLT2_USERDISK level acc. to dg2

atlas/ole=production

Used di g ; : 1 1 1 : : : USERDISK

Terabytes

gj
£
a
]
[
2

=production

Number of dataset




Monitoring and Data Management

 Dataset monitor

— It combines DDM central, replica and LFC catalogs in
one catalog.
 http APIs exist to access the information remotely.
— The designed to provide the fast breakdown of the
datasets information at a site.

» Break down the space use by dataset types, project type
etc...

— Typical question: How much space is occupied by ESDs in
DATADISK?

— Use to notify users for deletion of user datasets.
— Use for throughput testing program



Dataset Monitor

v Summary of AOD datasets at AGLT2 DATADISK
2zarch Bv DN (Won't work with ME Explorer. Use Firefox or 8afarni, =tc..)

. ? Hﬂl‘“f ﬂf ri.] Number of Datasets = 2820

Number of files =32113
Search By DN (Wont e ) Size of files = 7035.62 GB

DDM 3
Monit Distribution by size Distribution by number of files

D I;ES 1 1 3 4 ﬂ W d=z08 _cos datsla_cos datall_cosmag g _run2 W d=tz09_cos datald_cos datall_cosmag droE_run2

cdalald 00GeY dataid 00GeY W dam0R idoomm . datad® 1beam

6% %

Total Size(GE)
B




Deletion Notification of
user datasets

— _— - -

User Dataset List

Rzarch By DEN (Wen't work with M2 Explorer. Use Firefox or 8afarni, ate..)

Vou have 1356 filss and vsinz 796 MB.

Deletion List in Pages
plain text
datasetname BNLPANDAIBNL OSG2_USERDISKIAGLT?
igitteFpp. 0804115936, 720861 . lib. (00011 -
SrigyiteFpp. 0915105755.910773.hb. (HHI15
gitteFpp. 1 028121537.330842. Iib. (M 16
gitteFpp. 1020151312, 76741 . lib, 0017
BrigitteFpp Enhanced Chil MasssCut

gitteEpp minbias ADD.e357 =461 =520 rB09
3. BrigitteFpp. Test. me(8. 1050 1. pythia minbiss.recon. ADD.e357 =461 =520 rB09




Throughput Test Program

20 files are sent from BNL to T2s

10 files are sent from T2s to T2s
The size of each file is 3600MB.

It records the number of completed transfers and
their corresponding transfer times to estimate
the throughput value.

Although it does not measure the absolute
maximum throughput, the relative trend seems
to be useful to identify the site problem.



Typical Throughput Results




Dark Data

Not all monitor shows the same amount of used space ©

Any mismatch is a indication of dark data.

Many catalogs (Replica, LFC, SRM/SE name space)
Sum of LFC =? Sum of Replica

Sum of SRM =? Sum of LFC

Cause

Fix

Writing multiple copies in SRM (DQ2 retry)

Deletion from one of the catalogs without the others (Replica, LFC,
SE/namespace)

. gerp(taal deletion have long delay between the various deletions, leading to apparent
ark data.

T2s: CCC.py
T3gs: storageManager.py (will be discussed in T3 talks.)

BNL.: Still under consideration to find the most stable, scalable, fast way without
interfering the performance of SE.
* Use PNFSIDs to check instead of name space.

 PNFSIDs are stored in BNL LFC and Companion table of dCache, eliminating access to
the name space.



Naming Confusion

« There are different systems which hold site name:
TiersOfATLAS, OSG BDII, PANDA, FTS, etc...

« Within one system, one site could have multiple names.

— Example:
» ToA: site name and alternate name
« BDII: Resource name, Resource group name

« AGIS will eventually connect all sites with different
names. But, it will only work if the name is following a
basic rule of connecting various site in the different
system.

— Some site names probably need to be changed.



Rule of Naming
(May not be correct!)

 Rule 1:

— “Alternate name” in ToA for a site must be the
same as SE site name within CERN BDII.

* Rule 2:
— SE site name within CERN BDIl must be the
same as the Resource group name.
* Rule 3:

— CE site name within CERN BDII must be also
the same as Resource group name



