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FTS
• FTS 2.2.3 has been deployed at BNL (and T0 and other 

T1s)
– ADLER32 Checksum checking via srmls
– If SRM does not return the checksum, it will also ask the 

associated grid-ftp server to return the checksum.
– Three modes for checking:

• Compare source and destination without the checksum information 
from the client

• Compare source and destination with provided checksum from the 
client

• Compare the destination with provided checksum from the client.
– Current DQ2 uses this. But, the 2nd option should be more efficient?

– Srmls is always called for the source and the destination files 
regardless of the modes.

• SRM/SE must be able to handle a lot calls of checksum checking.



FTS

• Status of checksum capabilities at various sites.
– dCache sites (BNL, MWT2, AGLT2)

• dCache natively supports ADLER32 checksum.
• Checksum is stored within the metadata of the name space.  

– BeStMan sites (SLAC, NET2, SWT2)
• BeStMan SRM supports checksum calculation as well as an 

external command to calculate the checksum.
• Since BeStMan SRM does not store the checksum internally, 

it is up-to the backend storage and/or external program to 
store the checksum value if it is desired.

– SLAC: Checksum value is stored in extended attributes of the 
storage file system (GPFS)

– SWT2:   Checksum  is not supported.  However, the backend 
gridftp returns the ADLER32 checksum.

– NET2: Checksum is not supported.  It is currently investigated.



Checksum Performance

Using a 3600MB file, the following is the typical(?) 
breakdown of transaction time within a transfer.

Total Actual 
transfer checksum

dCache
(AGLT2)

210 
seconds

200 
seconds

0.3 
seconds

BeStMan
(SLAC)

120
seconds

100 
seconds

5
seconds



Checksum option in BeStMan
• defaultChecksumType=adler32
• showChecksumWhenListingFile=true
• hexChecksumCommand=“some command”
• NoDirBrowsing=true

What is the best practice?  
– Storing checksum will reduce the load when it is a source of a 

transfer.  Remember: srmls is issued for source as well as 
destination.
• Storing in extended attributes of the file system sounds very 

efficient.
– Example(s) for external command(s) to write-to and read-from SE to 

work with BeStMan would be very helpful?
• Does it distribute the load when multiple files are written at the 

same time?
– Transaction capability test is planed within the throughput test 

program. 



DQ2

• New DQ2 SS, which utilizes the FTS 
checksum capability, is deployed at BNL.
– Destination checksum is checked by srmls 

against known checksum.
– No more US special modification DQ2 SS
– It can simultaneously supports checksum 

capable and non-capable sites. 
– All US sites will be served by BNL DQ2 SS.  

• Currently, BNL, AGLT2, MWT2 and SLAC sites 
are being served by BNL DQ2. 



Consequence of DQ2 SS 
consolidation

• Advantage
– T2 administrators are no longer responsible for 

maintaining DQ2 SS at T2s. 

• Disadvantage
– The log is no longer available at each T2 center, 

eliminating the capability for T2 administrators to look 
at the logs directly (via grep) to debug DDM problems 
at own sites. 

• DQ2 log viewer should reduce (or eliminate) the need to 
have logs locally.

– http://www.usatlas.bnl.gov/dq2log/dq2log (for T1 and T2s)
– http://www.usatlas.bnl.gov/dq2logt3/dq2log (for T3)



DQ2 Log Viewer

• The method to see the content of DQ2 SS logs remotely 
for anyone to identify the problem.

• It uses Ferret (with Ruby on Rails), which is a full feature 
text search engine library.  (like Lucene Java)

• Each entry in the logs are indexed and stored. 
• The time stamp is stored separately to speed up the 

search by a time constraint
• It has found to work with at least a few hundred million 

entries/rows.
• The complex search is possible using “AND, OR, NOT”
• The search is very fast.  (Comparing to grep, it feels 

much faster.) 



DQ2 Log viewer
• The link to the log viewer has been in place within PANDA monitor to debug 

the “transferring” jobs.
– The search can be quite complex.  It is making large “OR” of the following items,

• Dataset name
• DUID
• LFNs and GUIDs of all files in a given dataset ;

– The search result is color coded to easily identify the cause of the problems from 
many entries.  Eg. INFO is green. WARNING is yellow. Error information is red.

• A user can construct own search
• It shows the plots of all transfers within last 10 minutes as well as latest 

actual log entries.
– Updated live 10 times while the page is viewed. User can request to view many 

more times.
– The log is “actual” because it is the result of simple “tail” and not from the index.

• In the future, the remote HTTP API might be added if it is found to be more 
useful than the web page.





• Result of an example search 
“ddo.000001.Atlas.Ideal.DBRelease.v08010301” as a 
dataset to be searched.



Monitoring and Data Management

• SAM (ATLAS VO)
– Test SE, CE and FTS if available.

• CE test is completely failing at all OSG sites. It will be modified to work with 
OSG sites.

• SE is being tested by lcg-cr, lcg-cp and lcg-del in that order.
– The site availability is evaluated after about 2 hours from the start of the 

test to take into the account of possible delayed results of various tests.
– It is a part of criteria for site status to turn on/off the site automatically.
– Grid View

• http://gridview.cern.ch/GRIDVIEW/same_index.php
– SAM dashboard

• http://dashb-atlas-sam.cern.ch/dashboard/request.py/latestresultssmry
– The automated warning program is already looking for failures from 

GridView, and send email to T2 admins when it finds failures.



SAM via Grid View



SAM via Dashboard



Monitoring and Data Management 

• Central monitoring
– http://atlddm02.cern.ch/dq2/accounting/site_view/
– Used space via DQ2 tracker

• Keeping results from DQ2 subscriptions

– Used and available space via srm
• srm-get-space-metadata

– Although the “available” space of a given space token area by 
srm is a bit “arbitrary”, the transfer will fail if it reports no space 
regardless of the actual, physical space in its backend storage.

– Central Deletion 
http://atlddm02.cern.ch/dq2/deletion/search/



Central monitoring



Monitoring and Data Management

• Dataset monitor
– It combines DDM central, replica and LFC catalogs in 

one catalog.
• http APIs exist to access the information remotely.

– The designed to provide the fast breakdown of the 
datasets information at a site.

• Break down the space use by dataset types, project type 
etc…  

– Typical question: How much space is occupied by ESDs in 
DATADISK? 

– Use to notify users for deletion of user datasets.
– Use for throughput testing program



Dataset Monitor



Deletion Notification of 
user datasets



Throughput Test Program

• 20 files are sent from BNL to T2s
• 10 files are sent from T2s to T2s
• The size of each file is 3600MB.
• It records the number of completed transfers and 

their corresponding transfer times to estimate 
the throughput value.

• Although it does not measure the absolute 
maximum throughput, the relative trend seems 
to be useful to identify the site problem.



Typical Throughput Results



Dark Data
• Not all monitor shows the same amount of used space ☺

– Any mismatch is a indication of dark data.
– Many catalogs (Replica, LFC, SRM/SE name space)  
– Sum of LFC =? Sum of Replica
– Sum of SRM =? Sum of LFC

• Cause
– Writing multiple copies in SRM (DQ2 retry)
– Deletion from one of the catalogs without the others (Replica, LFC, 

SE/namespace)
• Central deletion have long delay between the various deletions, leading to apparent 

dark data.
• Fix

– T2s: CCC.py
– T3gs: storageManager.py (will be discussed in T3 talks.)
– BNL: Still under consideration to find the most stable, scalable, fast way without 

interfering the performance of SE.
• Use PNFSIDs to check instead of name space.
• PNFSIDs are stored in BNL LFC and Companion table of dCache, eliminating access to 

the name space. 



Naming Confusion

• There are different systems which hold site name: 
TiersOfATLAS, OSG BDII, PANDA, FTS, etc…

• Within one system, one site could have multiple names. 
– Example:

• ToA: site name and alternate name
• BDII: Resource name, Resource group name

• AGIS will eventually connect all sites with different 
names. But, it will only work if the name is following a 
basic rule of connecting various site in the different 
system. 
– Some site names probably need to be changed.



Rule of Naming
(May not be correct!)

• Rule 1:
– “Alternate name” in ToA for a site must be the 

same as SE site name within CERN BDII.
• Rule 2:

– SE site name within CERN BDII must be the 
same as the Resource group name.

• Rule 3:
– CE site name within CERN BDII must be also 

the same as Resource group name


