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The Motivation for SAND
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https://twiki.cern.ch/twiki/bin/view/LCG/NetworkTransferMetrics
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The NSF SAND Project

        SAND: Service Analysis and Network Diagnosis
1827116) focusing on combining, 

visualizing,     and analyzing disparate network monitoring and service logging data.                                        

.                        (GOAL: capitalize on our rich network dataset!!)
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Website 
https://sand-ci.org/  
(Project started in 
September 2018 and 
has 2 years funding)

PI: Brian Bockelman, 
Co-PIs: Shawn McKee, 
Rob Gardner 

https://sand-ci.org/
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SAND Project Vision 

It will extend and augment the OSG networking efforts 

with a primary goal of extracting useful insights and 

metrics from the wealth of network data being gathered 

from perfSONAR, FTS, R&E network flows and related 

network information from HTCondor and others.

Shown on the top diagram to the right is the logical 

SAND data flow from source to analytics.

The bottom diagram to the right shows the potential 

power of the extensive network tomography we have by 

continuously measuring thousands of R&E network 

paths.   In this example, 3 host-pairs see differing packet 

loss on intersecting paths.  We can infer a solution!
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SAND Activities to Date
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Network Measurement Platform Overview
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Available Data Overview
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perfSONAR Data Details
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https://atlas-kibana.mwt2.org/s/networking/app/kibana#/discover?_g=()
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https://atlas-kibana.mwt2.org/s/networking/app/kibana#/discover?_g=()
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SAND Collaboration Meeting Details
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https://docs.google.com/document/d/1Qe6DzfT0tLEa-RgJKFpq056b-9hTNZxtSyCgmpLw-wE/edit?usp=sharing
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 SAND Near-term Plans
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 SAND Near-term Plans (2) 
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Network Topology
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Issues with Traceroute and Network Paths
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https://www.cellstream.com/reference-reading/tipsandtricks/403-ecmp-linux-paristr
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https://www.cellstream.com/reference-reading/tipsandtricks/403-ecmp-linux-paristr
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Students Working with SAND
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Visualizing NSF CC* Institutions

https://display.sand-ci.org/
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https://display.sand-ci.org/
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Finding Relevant Information

https://toolkitinfo.opensciencegrid.org/toolkitinfo/
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https://toolkitinfo.opensciencegrid.org/toolkitinfo/
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SAND, Machine Learning and a Network Database
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Collaboration with MEPhI on Network Visualization

The SAND project is collaborating with MEPHI (Moscow Engineering Physics Institute) on network path 

visualization
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https://perfsonar.uc.ssl-hep.org/graph/viewer

https://eng.mephi.ru
https://eng.mephi.ru/
https://perfsonar.uc.ssl-hep.org/graph/viewer


HEPiX, October 2019

Summary
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Questions, Comments?
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Providing Easy-to-Use-and-Deploy perfSONAR

● Working in collaboration with the SLATE team (https://slate-ci.io) we want to 
develop some easy to deploy, containerized perfSONAR instances.

● perfSONAR “toolbelt”: Use case “I have a questionable network endpoint and 
would like to understand the performance from that endpoint to known remote 
endpoint XYZ.  Perform the tests (oneshot) and tell me about my network.  Email me 
a text document with the results.”  In terms of usefulness:
○ “docker run perfsonar-toolbelt”: results in a text document summarizing the 

performance from localhost to fixed known endpoint.
○ “docker run perfsonar-toolbelt foo.example.com”: results in a text document 

summarizing performance from localhost to foo.example.com.
○ “docker run sand-toolbelt”: With secrets provided and a registered endpoint in 

the mesh config, sets up a continuous set of tests that reports to SAND-NMA.
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https://slate-ci.io
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Some Context: IRIS-HEP

The Institute for Research and Innovation in Software in High Energy Physics 
(IRIS-HEP) project has been funded by National Science Foundation in the US as 
grant OAC-1836650 as of 1 September, 2018.

The institute focuses on preparing for High Luminosity (HL) LHC and is funded 
at $5M / year for 5 years.  There are three primary development areas:

● Innovative algorithms for data reconstruction and triggering;
● Highly performant analysis systems that reduce `time-to-insight’ and maximize the HL-LHC 

physics potential; 
● Data organization, management and access systems for the community’s upcoming Exabyte era.

The institute also funds the LHC part of Open Science Grid, including the 
networking area and will create a new  integration path (the Scalable Systems 
Laboratory) to deliver its R&D activities into the distributed and scientific 
production infrastructures.
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http://iris-hep.org/
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Grafana - perfSONAR dashboard

●
●

27

●
○

●

●
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Grafana - IPv6 dashboard
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http://monit-grafana-open.cern.ch/

