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Electroweak precision measurements at hadron colliders

MW

sin2 ϑ`eff

measured through C.C. and N.C. Drell-Yan

previous talk by S. Camarda for experimental status

we have to remind that their most precise values come from EWPO
@LEP1

talk by A. Freitas
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MW calculated in the Standard Model
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M
2
W = 80.357± 0.009± 0.003GeV

one loop O(α) calculation

A. Sirlin, PRD22 (1980) 971

two loop O(ααs)

A. Djouadi, C. Verzegnassi, PLB195 (1987) 265

three loop O(αα2
s)

L. Avdeev et al., PLB336 (1994) 560;

K.G. Chetyrkin, J.H. Kühn, M. Steinhauser, PLB351 (1995) 331; PRL75 (1995) 3394

O(α2) for large top / Higgs mass
R. Barbieri et al., PLB288 (1992) 95; NPB409 (1993) 105

G. Degrassi, P. Gambino, A. Vicini, PLB383 (1996) 219

exact O(α2) A. Freitas et al., PLB495 (2000) 338; NPB632 (2002) 189
M. Awramik, M. Czakon, PLB568 (2003) 48; PRL89 (2002) 241801

A. Onishchenko, O. Veretin, PLB551 (2003) 111; M. Awramik et al., PRD68 (2003) 053004

G. Degrassi, P. Gambino, P.P. Giardino, JHEP 1505 (2015) 154; I. Dubovik et al., arXiv:1906.08815
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sin2 ϑleff =
1

4

(
1− Re

gv
ga

)
, Zl̄l vertex ∼ l̄γµ(gv − gaγ5)lZµ

measured at Z peak: 0.23153± 0.00016
uncertainty in the Standard Model calculations: ∼ 0.00005⊕ 0.00004

I at one loop O(α)
A. Sirlin, PRD22, (1980) 971, W.J. Marciano, A. Sirlin, PRD22 (1980) 2695

G. Degrassi, A. Sirlin, NPB352 (1991) 352, P. Gambino and A. Sirlin, PRD49 (1994) 1160

I at higher orders:
F O(ααs)

A. Djouadi, C. Verzegnassi, PLB195 (1987) 265
B. Kiehl, NPB353 (1991) 567; B. Kniehl, A. Sirlin, NPB371 (1992) 141, PRD47 (1993) 883

A. Djouadi, P. Gambino, PRD49 (1994) 3499

F O(αα2
s)

L. Avdeev et al., PLB336 (1994) 560;

Chetyrkin, Kühn, Steinhauser, PLB351 (1995) 331; PRL75 (1995) 3394; NPB482 (1996) 213

F O(αα3
s)

Y. Schröder, M. Steinhauser, PLB622 (2005) 124;

K.G. Chetyrkin et al., hep=ph/0605201; R. Boughezal, M. Czakon, hep-ph/0606232

F O(α2) for large Higgs / top mass
G. Degrassi, P. Gambino, A. Sirlin, PLB394 (1997) 188

F exact O(α2) M. Awramik, M. Czakon, A. Freitas, JHEP0611 (2006) 048

W. Hollik, U. Meier, S. Uccirati, NPB731 (2005) 213; I. Dubovik et al., arXiv:1906.08815
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direct MW measurements at LEP2: 80.376± 0.033 MeV

ADLO and LEP EWWG arXiv:1302.3415

cross section dependence on MW at threshold ∼ β =

√
1− 4M2

W
s

I MW = 80.42± 0.20± 0.03(ELEP) GeV

direct reconstruction of decay products in e+e− → 4 fermions
I qq̄′qq̄′

I qq̄′`ν`

I MW = 80.375± 0.025(stat)± 0.022(syst) GeV
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direct MW measurement at hadron colliders

4

and provides a combination with previous measurements and
the resulting global SM fit.

II. OVERVIEW

This section provides a brief overview ofW-boson produc-
tion and decay phenomenology at the Tevatron, a description
of the coordinate system and conventions used in this analysis,
and an overview of the measurement strategy.

A. W-boson production and decay at the Tevatron

In pp̄ collisions at
√

s = 1.96 TeV,W bosons are primar-
ily produced vias-channel annihilation of valence quarks, as
shown in Fig. 1, with a smaller contribution from sea-quark
annihilation. These initial-state quarks radiate gluons that can
produce hadronic jets in the detector. TheW boson decays
either to a quark-antiquark pair (qq̄′) or to a charged lepton
and neutrino (ℓν). The hadronic decays are overwhelmed by
background at the Tevatron due to the high rate of quark and
gluon production through quantum chromodynamics (QCD)
interactions. Decays toτ leptons are not included since the
momentum measurement of aτ lepton is not as precise as that
of an electron or muon. The mass of theW boson is therefore
measured using the decaysW → ℓν (ℓ = e,µ), which have
about 22% total branching fraction. Samples selected with
the correspondingZ-boson decays,Z → ℓℓ, are used for cali-
bration.

p
u (d)
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d (u)
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u
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)- (lν

γ

FIG. 1: Quark-antiquark annihilation producing aW or Z boson in
pp̄ collisions. Higher-order processes such as initial-stategluon ra-
diation and final-state photon radiation are also illustrated.

B. Definitions

The CDF experiment uses a right-handed coordinate sys-
tem in which thez axis is centered at the middle of the de-
tector and points along a tangent to the Tevatron ring in the
proton-beam direction. The remaining Cartesian coordinates
are defined with+x pointing outward and+y upward from

l
Tp

ν
Tp

Tu

||u

u

FIG. 2: Typical vectors associated to quantities reconstructed in aW-
boson event, with the recoil hadron momentum (~uT ) separated into
axes parallel (u||) and perpendicular (u⊥) to the charged lepton.

the Tevatron ring, respectively. Corresponding cylindrical co-
ordinates are defined withr ≡

√
x2 + y2 and azimuthal angle

φ ≡ tan−1(y/x). The rapidityζ = − 1
2 ln(E + pzc)/(E − pzc)

is additive under boosts along thez axis. In the case of mass-
less particles,ζ equals the pseudorapidityη = − ln[tan(θ/2)],
whereθ is the polar angle with respect to thez axis. Trans-
verse quantities such as transverse momentum are projections
onto thex− y plane. The interacting protons and antiprotons
have negligible net transverse momentum. Electron energy
measured in the calorimeter is denoted asE and the corre-
sponding transverse momentumET is derived using the di-
rection of the reconstructed particle trajectory (track) and ne-
glecting the electron mass. Muon transverse momentumpT
is derived from its measured curvature in the magnetic field
of the tracking system. The recoil is defined as the negative
transverse momentum of the vector boson, and is measured as

~uT = ∑
i

Ei sin(θi)n̂i , (2)

where the sum is performed over calorimeter towers
(Sec. III B), with energyEi , tower polar angleθi , and tower
transverse vector components ˆni ≡ (cosφi ,sinφi). The tower
direction is defined as the vector from the reconstructed col-
lision vertex to the tower center. The sum excludes towers
that typically contain energy associated with the charged lep-
ton(s). We define the magnitude of~uT to beuT , the compo-
nent of recoil projected along the lepton direction to beu||,
and corresponding orthogonal component to beu⊥ (Fig. 2).
From~pT conservation, the transverse momentum of the neu-
trino in W-boson decay is inferred as~p ν

T ≡ −~p ℓ
T −~uT , where

~p ℓ
T is the transverse momentum of the charged lepton. We use

units wherēh = c ≡ 1 for the remainder of this paper.

C. Measurement strategy

The measurement is performed by fitting forMW using
three transverse quantities that do not depend on the unmea-
sured longitudinal neutrino momentum:pℓ

T , p ν
T , and the

transverse massmT =
√

2pℓ
T p ν

T (1− cos∆φ) [19], where∆φ

σtheory ≡
∑

a,b

∫ 1

0
dx1dx2fa,H1(x1, µ

2
F , µ

2
R)fb,H2(x2, µ

2
F , µ

2
R)×

×
∫

Φ
dσ̂a,b(x1, x2, Q

2/µ2
F , Q

2/µ2
R) + O

(
ΛnQCD
Qn

)

extremely important that the direct determinations of MW and
sin2 ϑ`eff is be as much as possible independent of each other, also
from a theoretical point of view
MW and sin2 ϑ`eff are tightly intertwined by with other electroweak
parameters in the gauge sector (quite different w.r.t. mtop and mH)
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Main relevant observables for MW

MW determination at hadron colliders

MT    pros:  very good theoretical stability
         cons:   the smearing of the distributions due to the difficult neutrino reconstruction

ptlep  pros:    well defined experimental system
          cons:   strong sensitivity to the modelling of initial state QCD effects

Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
   

 

)cos1(2 Q
Q IeT

e
TT EEM '� 

�5
Alessandro Vicini - University of Milano                                                                                                                                                                        Puebla, May 23rd 2019

charged-lepton transverse momentum distribution
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Challenging shape measurement performed via template fit: 
a distortion at the per mil level yields a shift of O(10 MeV) of the MW value
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I theoretically stable vs radiative corrections
I determination of neutrino momentum exp. challenging

p`⊥
I experimentally clean
I theoretically very sensitive to ISR
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sensitivity to radiative corrections
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C.M. Carloni Calame et al., arXiv:1612.02841

crucial a good control of pW⊥ (which affects directly p`⊥)
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NLO QCD and NLO EW
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Fig. 1: NLO QCD and EW corrections relative to LO. Above: distributions in the transverse-mass (left)
and transverse-lepton-momentum (right) for W+ production at the LHC. Below: distributions in the invariant-
mass (left) and transverse-lepton-momentum (right) for Z production at the LHC. (Taken from Ref. [4].)

2 Mixed QCD–EW corrections
The mixed QCD–EW NNLO corrections are expected to be particularly relevant in two regimes: First,
at large invariant masses of the lepton pair the EW corrections are enhanced by so-called Sudakov loga-
rithms, and the size of the O(αsα) effects can be estimated to exceed the scale uncertainty of the NNLO
QCD result [6]. On the other hand, observables for precision measurements dominated by the vector-
boson resonance can show a percent-level sensitivity to theO(αsα) corrections, resulting e.g. in an effect
on the MW determination of about 15 MeV [5, 7]. Therefore these corrections must be brought under
theoretical control to match the precision goals of the LHC. Efforts are being made towards a full NNLO
computation of the O(αsα) corrections, which involves complicated multi-scale two-loop integrals [8]
and requires a method for the cancellation of infra-red singularities to combine the two-loop corrections
with the O(α) EW corrections to W/Z + jet production, the O(αs) QCD corrections to W/Z + γ pro-
duction (see references in Ref. [5]), and the double-real corrections [9]. Awaiting the completion of these
computations, the impact of the O(αsα) corrections can be estimated by a naive multiplicative combi-
nation of the NLO QCD and EW corrections. In a more sophisticated approach, the fixed-order NLO
QCD and EW corrections are matched to a QCD parton shower and a generator for final-state photon
radiation (FSR) so that the virtual NLO corrections and the first emitted photon or gluon are treated
exactly, while further emissions are generated in the collinear approximation. A careful treatment of the
vector-boson resonance is required in order not to introduce spurious effects at O(αsα) [7, 10].

2.1 Dominant mixed QCD–EW corrections in the pole approximation
A well-established method for the calculation of the EW corrections to precision observables dominated
by the production of a resonant W or Z boson is provided by the pole approximation (PA). The PA is
based on a systematic expansion of the cross section about the pole of the gauge-boson resonance and
splits the corrections into factorizable and non-factorizable contributions. The former can be separately
attributed to the production and decay of the gauge boson, while the latter link the production and decay

2

STEFAN DITTMAIER, ALEXANDER HUSS AND CHRISTIAN SCHWINN

224

S. Dittmaier, A. Huss, C. Schwinn, arXiv:1403.3216
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sensitivity to MW
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Figure 1: The simulated muon pµT distributions in W → µν decays (left W+, right W−) with five
different MW hypotheses. The ratios are with respect to the prediction with MW = 80.3 GeV/c2.

A similar set of weights can be assigned to map the sample to different PDFs. As in
Ref. [16] the full PDF uncertainty should consider an envelope of PDF sets from several
groups, including for example the MMHT14 [23] and CT14 [24] sets, but for the current
study we focus on the NNPDF3.1 [25] set with 1000 equiprobable replicas.

3 Fitting method

Scaling the generated event samples to the 6 fb−1 of LHCb Run 2 data yields an expectation
of 7.2 (4.8) million W+ (W−) events in the 30 < pµT < 50 GeV/c and 2 < η < 4.5 region.
Toy data histograms are generated by randomly fluctuating the bins around the nominal
distribution, assuming these yields and Poisson statistics. These histograms can be
generated with different PDF sets using the reweighting procedure already described. The
current study neglects experimental systematic uncertainties, such as those due to the
knowledge of the momentum scale and the dependence of the muon identification efficiency
on pµT and η, and does not address the treatment of higher order QCD corrections in the
pWT modelling [26,27].

The data histograms are compared to templates with different PDF andMW hypotheses.
The normalisation of each template is scaled to match the data such that the fit only
considers the shape information. For a given PDF hypothesis a single-parameter (1D) fit
determines the value of MW that minimises the χ2 between a toy and the templates. The
68% C.L. statistical uncertainty corresponds to a variation of ∆χ2 = 1 with respect to
the parabola minimum.

Fig. 2 shows, separately for the two W charges, how the results of a fit to a single toy
dataset vary with the PDF replica used in the templates. Forty bins in pµT (with bin width
of 0.5 GeV/c) are used in the template fit. The fitted MW values follow approximately
Gaussian distributions with widths of 15 (20) MeV/c2 for the W+ (W−). The broadly
parabolic distributions of the best-fit χ2 (χ2

min) versus MW indicate that the PDF replicas
that most severely bias MW tend to give a measurably poorer fit quality. Before evaluating
how this information could be used to constrain the PDF uncertainty let us first try to
understand in more detail the underlying mechanism behind the PDF uncertainty.

3
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by A. Vicini
Farry, Lupton, Pili, Vesterinen, arXiv:1902.04323

control of shapes below 1% scale for ∆MW ∼ 10− 20 MeV
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lepton pair (Z/W ) p⊥: two regimes

large p⊥ (& 20 GeV), where pert. th. is reliable
I state of the art is NNLO QCD

small p⊥ (. 20 GeV): ∼90% of the cross section

I resummation of log
(
MV

q⊥

)
is needed

I sensitivity to the non-perturbative model of the MC Evt Gen
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Large p⊥ regionInclusive pT spectrum of Z/γ∗
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[Gehrmann–De Ridder, Gehrmann, Glover, AH, Morgan ’16]

1

σ
· dσ

dpZT

I removes luminosity error (∼ 3%)

NLO
undershoots data by 5–10%

NNLO
signi�cant improvement
in Data vs. Theory comparison

+ EW corrections:
[Denner, Dittmaier, Kasprzik, Mück ’11]

⇒ large impact in the high-pT tail
∼ −20% for pZT ∼ 900 GeV
(Sudakov logatithms)

A. Gehrmann-De Ridder et al., arXiv:1605.04295

A. Huss, pZT and pWT theory meeting, CERN 2018

R. Boughezal et al., 1512.01291, 1602.05612, 1602.08140

yellow dash: ew corrections

A. Denner et al., arXiv:1103.0914

Inclusive pT spectrum ofW±
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NLO
↪→ shape di�erences 5–10%
↪→ scale uncertainties 5–10%

NNLO
↪→ shape distortion
↪→ reduction of scale uncertainties
↪→ good agreement with data

I similar corrections to pZT

A. Gehrmann-De Ridder et al., arXiv:1712.07543

A. Huss at pZT and pWT theory meeting, CERN 2018

R. Boughezal et al., arXiv:1602.06965
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and on the ratio W/Z
Ratio of pT spectra: Z/W
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I K(N)NLO / (N)LO ∼ 1 (very stable)

↪→ QCD corrections similar: Z vs. W

I data well described
by central values

NLO
↪→ scale uncertainties ±10–20%

NNLO
↪→ scale uncertainties ±5–8%

A. Gehrmann-De Ridder et al., arXiv:1712.07543
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Small p⊥ region: resummation techniques
recent progress by different groups on resummation

I q⊥ resummation in impact parameter space
F DYRES, DYTURBO S. Catani et al., arXiv:1507.06937; G. Ferrera, S. Camarda

F ReSolve T. Cridge and F. Coradeschi

F Resbos2, CSS formalism J. Isaacson

I SCET based resummation
F GENEVA, SCETlib S. Alioli et al., arXiv:1211.7049, arXiv:1508.01475; F. Tackmann et al
F CuTe T. Becher et al., arXiv:1109.6027, arXiv:1212.2621

T. Becher, Hager, arXiv:1904.08325

I resummation in direct space (RadISH) W. Bizon et al., arXiv:1705.09127; 1604.02191

I resummation throuh TMD factorisation (NangaParbat) V. Bertone and G. Bozzi

recent progress in Monte Carlo generators
I inclusion of NLO splitting kernels (DIRE)

S. Höche, F. Krauss, S. Prestel, 1705.00982

S. Höche, S. Prestel, arXiv:1705.00742

I DY at NNLOPS accuracy with different methods
F MiNLO with POWHEG Karlberg, Re, Zanderighi, arXiv:1407.2940

F UNNLOPS with SHERPA Höche, Li, Prestel, arXiv:1405.3607

F GENEVA Alioli, Bauer, Berggren, Guns, Tackmann, Walsh, ’15-’16

first investigations of possible flavour dependence of non-perturb
partonic intrinsic k⊥ talk by A. Signori
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different approaches, even if with the same nominal accuracy, can
differ

I subleading terms
I different matching effects in the transition region
I matching schemes (additive vs multiplicative)
I non-perturbative corrections/MC tune
I order of PDF evolution
I thresholds and treatment of heavy quarks

within the LHC EWWG, important benchmarking activity among
different codes

I this is the first time such an exercise is beeing performed, after the
studies of S. Alioli, arXiv:1606.02330
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latest results from RadISH+NNLOjet: N3LL+NNLO

W. Bizon et al., arXiv:1905.05171
Wojciech Bizoń et al.: The transverse momentum spectrum of weak gauge bosons at N3LL+NNLO 5
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Fig. 1. Comparison of the normalised transverse momentum
distribution for neutral and charged Drell-Yan pair production
at NLL+LO (green), NNLL+NLO (blue) and N3LL+NNLO
(red) at

√
s = 13 TeV for the fiducial volume defined in the

text. The lower panel shows the ratio to the NNLL+NLO re-
sult.
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Fig. 2. Comparison of the normalised transverse momentum
distribution for neutral and charged Drell-Yan pair production
at NNLO (green), NNLL+NLO (blue) and N3LL+NNLO (red)
at

√
s = 13 TeV for the fiducial volume defined in the text. For

reference, the Pythia8 prediction in the AZ tune is also shown,
and the lower panel shows the ratio of each prediction to the
Pythia8 result.
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measured pZ⊥

Alessandro Vicini - University of Milano                                                                                                                                                        Puebla, May 23rd 2019

Lepton-pair transverse momentum distribution

      ▻ a precise ptW measurement is not yet available → we rely on ptZ and extrapolate from it

      ▻ ptZ is used to calibrate 1) detectors 2) Monte Carlo tools (Parton Shower at low-ptZ)
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Fig. 6 The Born-level distributions of (1/σ ) dσ/dpℓℓ
T for the combi-

nation of the electron-pair and muon-pair channels, shown in six mℓℓ

regions for |yℓℓ| < 2.4.The central panel of each plot shows the ratios of
the values from the individual channels to the combined values, where
the error bars on the individual-channel measurements represent the
total uncertainty uncorrelated between bins. The light-blue band rep-

resents the data statistical uncertainty on the combined value and the
dark-blue band represents the total uncertainty (statistical and system-
atic). The χ2 per degree of freedom is given. The lower panel of each
plot shows the pull, defined as the difference between the electron-pair
and muon-pair values divided by the uncertainty on that difference

dicted by ResBos to the combined Born-level data for the
six |yℓℓ| regions at the Z -boson mass peak. Figure 10 shows
the same comparison for the three |yℓℓ| regions in the two

mℓℓ regions adjacent to the Z -boson mass peak. Also shown
in these figures are the statistical and total uncertainties on
the data, as well as the uncertainty in the ResBos calculation
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Fig. 13 The ratio of (1/σ ) dσ/dφ∗
η in the mℓℓ region from 116 to

150 GeV to that in the mℓℓ region from 46 to 66 GeV, for three regions
of |yℓℓ|. The data, shown as points, are compared to the predictions of
ResBos. The light-green band represents the statistical uncertainty on
the data and the dark-green band represents the total uncertainty on
the data (treating systematic uncertainties as uncorrelated between the
mass regions). The yellow band represents the uncertainty in the Res-
Bos calculation arising from varying (See footnote 2) the QCD scales,
the non-perturbative parameter aZ , and PDFs

both the electron- and muon-pair channels are provided cor-
responding to a variety of particle-level definitions that differ
in the size of the correction for final-state photon radiation.
The results from the two channels at the Born level are com-

bined and compared to a variety of theoretical predictions.
In addition, measurements of the integrated cross section in
six bins of mℓℓ are given.

The predictions fromResBos, which include the effects of
soft-gluon resummation, are compared to the normalised φ∗

η

distributions (1/σ ) dσ/dφ∗
η . These predictions are consistent

with the data within the assigned theoretical uncertainties
within certain kinematic regions, especially at low values of
φ∗

η : φ∗
η < 0.4 for 46 GeV < mℓℓ < 66 GeV; φ∗

η < 2 for
66 GeV < mℓℓ < 116 GeV; and over the full range of φ∗

η

for 116 GeV < mℓℓ < 150 GeV. However, outside these
kinematic ranges, i.e., for larger values of φ∗

η , the predictions
show significant deviations from the data. The evolution of
(1/σ ) dσ/dφ∗

η with |yℓℓ| and mℓℓ (for which the theoretical
uncertainties on the predictions largely cancel) is generally
well described by ResBos.

Predictions from MC generators with parton showers are
compared to the normalised pℓℓ

T distributions in a similar
manner. Between pℓℓ

T values of approximately 5 GeV and
100 GeV for mℓℓ > 46 GeV the MC generators describe
the basic shape of the data to within 10 %. However outside
this range, and in the very-low regions of mℓℓ the agree-
ment worsens. The MC generators do though provide a rea-
sonable description of the evolution of the pℓℓ

T distributions
with |yℓℓ| for the mℓℓ region around the Z -boson mass peak.
Fixed-order predictions from Dynnlo are compared to the
absolute pℓℓ

T differential cross-section distributions. The pre-
dictions describe the shape of the data within uncertainties

Fig. 14 The ratio of
(1/σ ) dσ/dpℓℓ

T as predicted by
various MC generators to the
combined Born-level data, in six
different regions of mℓℓ for
|yℓℓ| < 2.4. The light-blue band
represents the statistical
uncertainty on the data and the
dark-blue band represents the
total uncertainty (statistical and
systematic) on the data
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123

Pythia 

AZ and AZNLO

tunes

Similarly CMS extracted a Pythia Z2 tune

ATLAS coll., arXiv:1512.02192

=⇒
pW⊥ = (pZ⊥)measured

(
pW⊥
pZ⊥

)

th

How to treat th uncertainties in numerator and denominator?
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Fig. 3. Ratios of Z/W+ and W−/W+ normalised differen-
tial distributions at NLL+LO (green), NNLL+NLO (blue) and
N3LL+NNLO (red) at

√
s = 13 TeV. The three lower panels

show three different prescriptions for the theory uncertainty,
as described in the text.
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Fig. 4. Ratios of Z/W+ and W−/W+ normalised differen-
tial distributions at NNLO (green), NNLL+NLO (blue) and
N3LL+NNLO (red) at

√
s = 13 TeV. For reference, the

Pythia8 prediction in the AZ tune is also shown, and the lower
panels show the ratio of each prediction to the latter.

W. Bizon et al., arXiv:1905.05171

stability of the best predictions vs (un)correlation of scales

remaining O(%) th. uncertainty
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bb̄ contribution to pZ⊥
E. Bagnaschi, F. Maltoni, A. Vicini and M. Zaro, arXiv:1803.04336

two schemes
I 5 flavour scheme (massless b, resummation of log(pb⊥/mb))
I 4 flavour scheme (finite mb with exact kinematics of `+`−bb̄)

improvement from a combination of the two schemes
I pZ⊥ distribution split into 2 contributions: with and without B hadrons

in final state
dσbest

dp`
+`−
⊥

=
dσ5FS−Bveto

dp`
+`−
⊥

+
dσ4FS

dp`
+`−
⊥

Improved prediction of the ptZ distribution

·𝓡 expresses the distortion of the improved ptZ, with respect to the full plain 5FS prediction

·for a given B-veto distribution the 4FS part is added in different approximations
      of Shower scale (aMC@NLO) or damping factor scale (POWHEG)
·𝓡 is computed for a given PS tune

The impact of our combination is illustrated by the ratio of the shape of our best combi-

nation for the pZ
? distribution over the corresponding results obtained in the plain 5FS.

R(pl+l�
? ) =

 
1

�best
fid

d�best

dpl+l�
?

!
·
 

1

�5FS
fid

d�5FS

dpl+l�
?

!�1

(3.2)

In Figure 16 we show the function R(pl+l�
? ), computed using, in all the terms that enter

in its definition, the same matching scheme (aMC@NLO in the left plot, POWHEG in the right

plot) and QCD PS model (PYTHIA8 ). We argue that the ratio deviates from one because

of the di↵erent content of perturbative terms associated to the treatment of the bottom

quark, and also for the choice of the Parton Shower phase space. We show in Figure 16 the
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Figure 16: Ratio of the pZ

? distribution in best approximation over the plain 5FS.

impact on R of our combination Equation 3.1, using di↵erent perturbative approximations

for the 4FS results: the fixed order 4FS at NLO-QCD is shown in purple; the default 4FS

prediction matched with (NLO+PS)-QCD accuracy is shown in brown (solid line); the 4FS

prediction, matched with (NLO+PS)-QCD accuracy, with modified shower scale is shown

in brown (dashed line).

RIFERIMENTO A Z+JET CFR POZZORINI

We plan to merge the results obtained in the 4FS and 5FS to improve the description

of the pZ
? spectrum including an improved treatment of the bottom quark e↵ects. In this

paper we are not developing a new code that merges the two sets of analytical results, but

we are rather performing an analysis of the events of the two simulations.

– 22 –

·distortion with a non trivial shape for ptZ<50 GeV
·in aMC@NLO effects at the ±1% level,  in POWHEG effects at the ±0.5% level
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aMC@NLO POWHEG

Alessandro Vicini - University of Milano                                                                                                                                                                      CERN, January 25th 2018

I ∆MW < 5 MeV from p`⊥ (with sensitivity to the fit window)

F. Piccinini (INFN Pavia) EW and QCD on MW July 2019 19 / 32



Higher-order corrections (for MW fit)

dσ = dσ0

+ dσαs + dσα

+ dσα2
s

+ dσααs + dσα2 + . . .

multi-photon emission from the final state → δMW ' 10 MeV for
µνµ final state

Carloni Calame et al., PRD 69 (2004) 037301, JHEP 0710 (2007) 109

mixed QCD-EWK corrections
Dittmaier, Huss, Schwinn, NPB 885 (2014) 318, NPB 904 (2016) 216

NNLO EWK effects
C.M. Carloni Calame et al., Phys.Rev. D96 (2017) 093005

I EWK input scheme
I lepton pair emission
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QCD-EWK interference

the O(ααs) calculation involves as building blocks
I NNLO virtual corrections at O(ααs) (not yet available)

F necessary two-loop master integrals
(with m = 0 external particles and MW = MZ , or with one massive
internal line)

R. Bonciani et al., arXiv:1604.08581; A. von Manteuffel and R.M. Schabinger, arXiv:1701.06583

I NLO EW corrections to ll̄(
′)+ jet

I NLO QCD corrections to ll̄(
′) + γ

I double real contributions ll̄(
′) + γ+ jet

I PDF’s with NNLO accuracy at O(ααs) (not yet available)

F very recent progress on NNLO mixed QCD-QED ISR corrections

talk by D. De Florian

what is available:
I fixed order dominant O(αsα) corrections to DY in pole approximation

Dittmaier, Huss, Schwinn, NPB 885 (2014) 318, NPB 904 (2016) 216

I Monte Carlo estimates through NLO QCD ⊗ NLO EW (with higher
orders)

L. Barzè et al., JHEP 1204 (2012) 037, Eur. Phys. J. C73 (2013) 2474
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fixed order O(αsα) in pole approximation
two main classes of contributions:

I factorizable
I non-factorizable

O(αsα) corrections to Drell–Yan processes

the PA for the O(αsα) correction has been worked out in Ref. [8], where details of the method
and our setup can be found. The corrections can be classified into the four types of contributions
shown in Fig. 1 for the case of the double-virtual corrections. For each class of contributions
with the exception of the final–final corrections (c), also the associated real–virtual and double-
real corrections have to be computed, obtained by replacing one or both of the labels α and αs

in the blobs in Fig. 1 by a real photon or gluon, respectively. The corresponding crossed partonic
channels, e.g. with quark–gluon initial states have to be included in addition.
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Figure 1: The four types of corrections that contribute to the mixed QCD–EW corrections in the
PA illustrated in terms of generic two-loop amplitudes. Simple circles symbolize tree structures,
double circles one-loop corrections, and triple circles two-loop contributions.

In detail, the four types of corrections are characterized as follows:

(a) The initial–initial factorizable corrections are given by two-loop O(αsα) corrections to on-
shell W/Z production and the corresponding one-loop real–virtual and tree-level double-real
contributions, i.e. W/Z+ jet production at O(α), W/Z+ γ production at O(αs), and the
processes W/Z+ γ + jet at tree level. Results for individual ingredients of the initial–initial
part are known, however, a consistent combination of these building blocks requires also a
subtraction scheme for infrared (IR) singularities at O(αsα) and has not been performed yet.
Note that currently no PDF set including O(αsα) corrections is available, which is required
to absorb IR singularities of the initial–initial corrections from QCD and photon radiation
collinear to the beams.

Results of the PA at O(α) show that observables such as the transverse-mass distribution
in the case of W production or the lepton-invariant-mass distributions for Z production are
extremely insensitive to photonic initial-state radiation (ISR) [8]. Since these distributions
also receive relatively moderate QCD corrections, we do not expect significant initial–initial
NNLO O(αsα) corrections to such distributions. For observables sensitive to initial-state
recoil effects, such as the transverse-lepton-momentum distribution, the O(αsα) corrections
should be larger, but still very small compared to the huge QCD corrections.

4

S. Dittmaier, A. Huss and C. Schwinn, arXiv:1601.02027

a) not known but expected to be small recent progress covered by D. De Florian

(O(α) corrections in PA =⇒ M⊥ and M(l+l−) insensitive to QED ISR

in addition M⊥ and M(l+l−) mildly affected by NLO QCD corrections)

b) this gives the bulk of the contribution
c) no real contributions =⇒ no impact on shape of M⊥ and M(l+l−)
d) numerical impact below 0.1%
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O(αsα) corrections through Monte Carlo
The POWHEG-BOX includes NLO QCD & EW corrections interfaced
to QCD/QED shower, i.e. NLOPS EW ⊕ QCD accuracy

1 POWHEG W ew BMNNP, CC DY
Barzè et al, JHEP 1204 (2012) 037

2 POWHEG W ew BW, CC DY
Bernaciak and Wackeroth, PRD 85 (2012) 093003

3 POWHEG Z ew BMNNPV, NC DY
Barzè et al, EPJC 73 (2013) 6, 2474

4 independent implementation
Mück and Oymanns, JHEP 1705 (2017) 090

correctly taken into account the NLO contribution with one additional
radiation in the soft/collinear limit
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O(ααs) with other factorized approaches

since the bulk of the O(αsα) corrections come from initial-final
factorized contributions, it is interesting to compare the PA prediction
for O(ααs) corrections with the factorized approximation NLO QCD
⊗ FSR QED

FSR QED treated with collinear structure functions or with PHOTOS
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Dittmaier, Huss, Schwinn, NPB 904 (2016) 216
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from Monte Carlo
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C.M. Carloni Calame et al., arXiv:1612.02841

F. Piccinini (INFN Pavia) EW and QCD on MW July 2019 25 / 32



comparison POWHEG-BOX-V2 vs NNLO in pole approx
C.M. Carloni Calame et al., Phys.Rev. D96 (2017) 093005

dσPOWHEG = dσ0

1 + δαs + δα +
∞∑

m=1,n=1

δ
′
αms α

n +
∞∑
m=2

δ
′
αms

+
∞∑
n=2

δ
′
αn

 ,

∆MW
αsα(µ+νµ) = −16.0± 3.0 MeV vs δNNLO = −14 MeV

Dittmaier, Huss, Schwinn, NPB 885 (2014) 318, NPB 904 (2016) 216

summary of residual effects present in (QCD⊕EW)NLOPS but missing
in QCDNLOPS ⊗ QEDPS

∆MW (MeV)

QED FSR model MT p`T

Tevatron Pythia +5 ± 2 +17 ± 5
Photos -2 ± 1 -8 ± 5

LHC Pythia +6.2 ± 0.8 +29 ± 4
Photos -0.6 ± 0.8 -2 ± 4

differences in shifts induced by PYTHIA QEDPS and PHOTOS
disappear when used on top of QCD⊕EW NLO
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Lepton pair corrections: virtual and real contributions
emission of a photon converting to a lepton pair
∼ O(α2L2) ∼ two-photon contribution

1 Introduction

With the increasing precision of measurements more detailed theoretical calculations are
needed for interpretation of results in the language of physics parameters such as masses
or couplings of Z and W bosons. In the present note, we concentrate on effects and
uncertainties related to emission of real lepton pair in association with Drell-Yan processes.
Our work is a direct continuation of [1], that is why we will omit many definitions included
in that paper. We will concentrate on the effects related to additional pair emissions in
decays of heavy bosons, mainly Z.

Our main goal is to study the effect of light pair emission f f̄ in neutral current Drell-
Yan process qq̄ → γ/Z → ℓ+ℓ−(f f̄) for pp collisions at the LHC. We consider the cases
ℓ = e, µ and f = e, µ. This effect should be included starting from the second order of
QED, i.e. from the O(α2) corrections. The typical Feynman diagrams for pair corrections
are shown in Fig. 1.

Real pair emission
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Figure 1: Feynman diagrams for real and virtual pair correction.

The PHOTOS [2–8] and SANC [9–18] Monte Carlo programs use different an approxima-
tions for the effect under study. We will show the program features important for effect
of pair emissions respectively in Section 2 and 3. The numerical comparison of the results
from the two programs and benchmark semi-analytical calculations follows. In Section 4
the definition of our tests distributions is given. Main results are also collected in this
section. Section 5 is devoted to the case of mixed pair and photon emissions and summary

1

S. Antropov, A. Arbuzov, R. Sadykov, Z. Was, arXiv:1706.0557
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Lepton pair corrections: implementation in HORACE v3.1

C.M. Carloni Calame et al., arXiv:1612.02841

α =⇒ α(s) =

{
α/

1 − α
3π

ln s
m2
e

 electrons only

α/

1 − α
3π

ln s
m2
e
− θ(s −m2

µ) α
3π

ln s
m2
µ

 electrons + muons

running of α included in the Sudakov form factor
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Normalization: multiphoton radiation
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Normalization: one-photon radiation from HORACE
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pp→ W+,
√
s = 14 TeV MW shifts (MeV)

Templates accuracy: LO W+ → µ+ν W+ → e+ν

Pseudo–data accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(α) -94±1 -104±1 -204±1 -230±2
2 Horace FSR-LL -89±1 -97±1 -179±1 -195±1
3 Horace NLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 Horace FSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 Photos FSR-LL -92±1 -100±2 -182±1 -199±2

∆MW (µ+ν) ∼ 5± 1 MeV (from M⊥) and ∼ 3± 2 MeV (from p`⊥)
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NNLO uncertainty: input parameter scheme
pert. EW calculations require a coherent set of input param. in the
gauge sector, e.g.

I α(0), MW and MZ

I Gµ, MW and MZ to be preferred in the CC DY
I we can define

αtreeµ ≡
√

2

π
GµM

2
W sin2 ϑ

α1l
µ ≡

√
2

π
GµM

2
W sin2 ϑ (1−∆r)

I three possible different expression for the cross section, starting to
differ at O(α2)

α0 : σ = α2
0σ0 + α3

0(σSV + σH) ,

Gµ I : σ = (αtreeµ )2σ0 + (αtreeµ )2α0(σSV + σH)− 2∆r(αtreeµ )2σ0 ,

Gµ II : σ = (α1l
µ )2σ0 + (α1l

µ )2α0(σSV + σH)
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potentially effects on MW because of the different sharing among
different photon multiplicities

pp̄→ W+,
√
s = 1.96 TeV MW shifts (MeV)

Templates accuracy: LO W+ → µ+ν

Pseudodata accuracy Input scheme MT p`T

1 Horace NLO-EW α0 -101±1 -117±2
2 Gµ − I -112±1 -130±1
3 Gµ − II -101±1 -117±1
4 Horace NLO-EW+QED-PS α0 -70±1 -81±1
5 Gµ − I -72±2 -83±1
6 Gµ − II -72±1 -82±2

differences present at NLO, after matching with higher orders,
become much smaller

∆MW ∼ 2 MeV ± 1− 2 MeV
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Summary
aiming at a precision δMW ≤ 10 MeV, the details of simulating radiation in MC’s
become relevant

QCD: impressive recent progress in resummation matched to full fixed order

results calculation

I benchmarking activity started within LHCEEWG at Cern
mixed QCD× EW: comparison with fixed order in pole approximation nicely
compatible, at the MeV scale

the pragmatic recipe QCD NLOPS⊗ QEDLL (with PHOTOS) agrees at the MeV

level with the factorized prescription QCD NLOPS⊗ EWNLOPS

I the above prescription inherits an uncertainty of ∼ 5 MeV if QED FSR
is simulated with PYTHIA (M⊥) and of ∼ 29 MeV (p`⊥)

the differences between PYTHIA and PHOTOS disappear if used on top of EW
NLO precision

leptonic pair corrections at the level of 5 MeV

O(α2) uncertainties by exploring different input param schemes at the level of
1− 2 MeV (with the available statistics)
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