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2017-2018 from operations to offline lumi

Multiple operational online luminometers provided
uninterrupted luminosity measurement to CMS and LHC.

CMS detectors used for luminosity measurement:
HFOC, HFET, PLT, BCM1F per bunch crossing (one is sent online)
Offline per bunch: pixel detector (cluster counting, PCC)
Cross-calibrated, used for total luminosity, not per bunch: drift tubes
(DT+RPC), radiation monitoring devices (RAMSES)

Periods of instability of particular luminometers are excluded

from final luminosity data set.

After each fill “offline fill validation” is performed to exclude obvious
instability or periods of known detector interventions

At the end of the year based on comparison of the detectors (at least
3 detectors) other problematic lumi-sections are identified and fixed or
excluded
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2017-2018 from operations to offline lumi

- The whole year data with final linearity and efficiency
corrections is used to derive stability and residual non-
linearity uncertainty on luminosity measurement.

- In 2017: uncertainty due to stability 0.5%, due to residual non-linearity 1.5%
- In 2018: uncertainty due to stability 0.6%, due to residual non-linearity 1.1%

- Emittance scans play a role for both of these measurements!
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Emittance scan difference from VdM scan

PLT, u [<hits> per orbit per bx]

o
=
ul

o
=
o

o
o
G

o
o
=]

Fill 6241 \/_—13 TeV

Scan 1: X-plane BCID 10

3 L cwms preliminary Mean  -0001973 :3.4376-0
m peal
2 [ VdM Scan: Fill 6362

« ) [a.u]
£

Fill 6241 \/_—13 TeV

o
=
o

CMS Prellmlnary 201 7.

o
o
@

o
o
>

o
o
5

o
o
~

PLT, u [<hits> per orbit per bx]

o
o
S

CMS PreI/mmary 201 7 :

&) T T

Time [HH:MM]

Beginning of fill End of fill

“early scan”,
B*=30cm, a/2=160urad  g*=25cm, a/2=130prad

SRR

0.0 0.02

@7 N e x& %
Time [HH:MM] Example of the fit to

Scan in X plane ScaninY plane measure beam overlap

2yv)and peak

“late scan”,

_ Rour
Ny -Ny- f et

S VM scan T Emitancesean

Filling scheme
Beam conditions

Scan steps
Scan range

Peak pileup

Utility

Only solo bunches (~30-130)

B*=19 m (~100um wide beams), no
crossing angle a/2=0

25 steps 30 sec each

6 beam sigmas

~0.5

Absolute luminosity calibration

Bunch trains (up to ~2500)

Changing p*=25-30cm (~10um beams),
changlng a/2=130-160urad

7-9 steps 10 sec each
3.5-4 beam sigmas
~60

Stability/linearity



Emittance scans for stability monitoring (1/2)

Any change in o, reflects changes of the detector performance!

« Emittance scans provide the access to relative change of the o, with
respect to the absolute calibration carried out in VdM program:
« corrections derived “eras” or “regions” of different efficiency
PLT stability in 2017 BCM1F pCVD stability in 2018
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Emittance scans for stability monitoring (2/2)

 Less scatter in 2018 emittance scans

* more optimized beam conditions and more consistent filling schemes (in 2017 filling scheme was
changed several times).

» Detector performance change was spotted from the first emittance scans in the year
in 2018 after YETS HF!
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RAMSES and DT+RPC for stability

Two RAM modules
just behind HF

- RAMSES monitors are part of the radiation
monitoring system (ionization chambers filled
with air at atmospheric pressure). e e

- DT - drift tubes, CMS muon system. ossosn (i1 e} 29 S M

PMILSS14.

PMLSS11 PMILS522

0.63 mSv/h . 11 S T 0.43 mSv/h

- RAMSES and DT do not provide per bunch
crossing measurement, but they are important “Resings s Hehe on
complementary measurements for per fill
linearity and for stability check over the year.
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Final luminosity uncertainty due to stability

* The ratio of the best luminometer in the priority list to the second-

best luminometer is used to define stability in 2018 (0.6%).
« after efficiency correction where required!
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Emittance scans for non-linearity measurement (1/2)

Wide range of single bunch instantaneous luminosity (SBIL) in
physics fills allows for non-linearity measurement.
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Non-linearity correction is extracted:
per detector = self-consistent check

per fill / per scan = early and late scans can be used separately (next slide)

per bunch crossing = leading and train bunches have different evolution of
emittance and also show different linearity



Emittance scans for non-linearity measurement (2/2)

- The linear fit to 0 ,, vs. SBIL is used for non-linearity correction (quadratic term):

L=k u+s k22

M average number of hits per orbit per bunch crossing (equivalent to rate),

k = f 14c/0,is0 Ouiso — VAM calibration (at SBIL 0), s slope per unit of SBIL in (Hz/pm)".

- Dynamic beta correction is not yet applied (effort is ongoing in collaboration with
T.Pieloni).
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Corrections applied per bunch crossing
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Corrections to bunch current:

-1% correction to FBCT current of the
fits bunch in the train;

cha%T/DCCT normalization in every FBCT/BSRL ratio along train (linked talk)
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Correction to the position of the peak
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u-scans for cross-detector linearity comparison

- M-scans are similar to emittance scans, however with equal steps in SBIL
and longer step duration for better statistics.

- Ratio of measured by two independent detectors luminosity (SBIL) in
every step of g-scan is the measure of cross-detector linearity. Additional
cross check for emittance scans method.

M-scan

Fill

6854, Vs=13 TeV

06l
05
04l
03]

0.2

in fill 6854

CMS Preliminary 2018 (13 TeV)

~....CMS Preliminary 2018

HFOC, y [<hits> per orbit per bx]

M-scan in fill 7320

1.00 LHC Fill 6847, BCID 2633
| . 5 | 0.00F |
il [dxlandYL 11 | f¥)
; | | : : ‘ 098} |T
QP‘TD 00,5'5 Qp,'u,’b @_f—;b 0\,5{5 6\::\} q‘&{f’ 1
Time [HH:MM]

Fill

o

©

N
1
=

7320, Vs=13TeV

0.16

SBIL(BCM1FPCVD)/SBIL(PCC)

:_ 0.14 . CMS Preliminary 2018 -

g o | 0.96 |

EO.IO 3IL 1

5o p0=0.983+/-0.005 }

% 0.95 |  p1=-0.0037+/-0.0008 [ub/Hz]

< 004 ' ' : ! | ' I

: o . _lowSBIL 1 2 3 4 6 7 8
@ RS xﬁf,b« \""Qk \:‘.}“ \,‘{Lh \:‘-,3“ SB'L(PCC) [HZ/IJ,b]

Time [HH:MM]

It does not matter what is the size of the non-linearity, if it can be measured
precisely and be corrected for!



Final luminosity uncertainty due to non-linearity

* “End of year comparison” = residual slope per fill:
» to measure residual non-linearity (after non-linearity correction)
» the linear fit to the ratio of measured luminosity vs. SBIL (for each detectors pair)

* The largest residual non-linearity among all detector pairs is propagated to the
whole year luminosity to estimate effect on the integrated luminosity (e.g. 0.2%
(Hz/um)" slope in the ratio leads to 1% non-linearity uncertainty).

residual slope per fill,

residual slope per fill weighted with integrated luminosity
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Integrated Luminosity [fb™]
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Current values (based on the CMS PAS LUM-17-004 and LUM-18-002):
2017 uncertainty due to stability 0.5%, due to residual non-linearity 1.5%
2018 uncertainty due to stability 0.6%, due to residual non-linearity 1.1%

Work is ongoing to finalize 2017-2018 measurement using improved in 2018

analyses technique.



