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Overview
• Migration of WLCG Site Monitoring (SAM3) to MONIT

• No changes from WLCG Management / Site Admins perspective

• Same ETF test and Alice tests

• Same profiles (aggregation logic)

• Same PDF report output

• Just a different infrastructure handling the data
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MONIT Site Monitoring
• Based on MONIT infrastructure

• Test results from ETF + Alice

• Enriched using VOFeed data

• Dashboards
• In MONIT Grafana WLCG organization

• Latest Tests

• Historical Profiles / Tests

• Reports
• Generated monthly and send to WLCG

• All_Sites, Tier1_History, Tier1_Summary, Tier1_VO
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SiteMon Homepage
http://cern.ch/monit-wlcg-sitemon
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Dashboards
• Available from MONIT Grafana WLCG organization

• Historical Profiles
• Status information for each site/service 

• Stats info plots help identifying low availability/reliability

• Plot annotations about recomputation requests start/end interval

• Historical Tests
• Overview / Details of the all received ETF and Alice test

• Latest Tests
• Overview / Details of the last received test result per site/service and metric

• Data retention:
• site/service availability and reliability (% per hour) kept forever

• site/service status (OK, CRITICAL, etc) kept for 1 year

• raw test results kept for 1 year
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SiteMon
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8



Reports
• Output format

• PDF, JSON

• Agreed to drop unused HTML and invalid CSV

• UNKNOWN status
• In the old infrastructure missing data was replaced by OK

• Leading to availabilities of >100% in SAM3

• ex. (OK: 100%, UKNOWN: 4%)

• Main source of difference between new SiteMon and SAM3

• Results can be “fixed” in new infrastructure with a recomputation
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SiteMon
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Profiles
• Managed internally by the MONIT team

• Good opportunity to clean legacy profiles

• VO critical profiles initially added by MONIT

• More profiles have been already added on request 

• Please open a SNOW ticket for further missing profiles
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Recomputations
• Managed by Experiment representatives

• Based on Gitlab, one simple json doc per request
• Added new option to create VO-wide requests

• Built-in tracking of requests history

• Detailed documentation provided in the repository

{ "vo": "atlas", 
"dst_experiment_site": "IN2P3-LAPP", 
"periods": [ 
{ "start_time": "2019-12-01 12:00:00", 
"end_time": "2019-12-01 12:13:00", 
"status": "DOWNTIME" }

]
} 
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Status
• Implement SiteMon availability / reliability computation

• Recomputation and downtime integration

• Dashboards creation in Grafana WLCG organisation

• Report generation

• Presenting to WLCG coordination meeting
• Presentation delivered on 17 March 2020 

• Status update delivered on 2 July 2020

• Deliver SiteMon reports in parallel to the SAM3
• Already covered May and June reports

• Reports also sent to site managers

• Collect and implement feedback
• Dedicate meeting with each VO representatives

• Have been working on users feedback implementation for the last months
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• VO wide recomputations

• Visual representation of corrected time window

• Provide availability/reliability plots
• Can be used to see statistics per VO, federation, site…

• Drilldown functionality
• Adapt Grafana plugin to provide it

• Already developed and tested / to be delivered this week

• Visual representation of test validity

• Import historical data used in the reports
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New features
• Extra UI drilldown functionality

• Zoom-in on the selected status time window

• Time-based VOFeed calculations
• Uses VO feed data at the time of the event

• Results in correct status in case of replaced services
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Migration plan
• July

03: Draft reports for June from SAM3 and SiteMon infrastructure

16: Final reports for June from SAM3 infrastructure

• August
03: Draft reports for July from SiteMon infrastructure

17: Final reports for July from SiteMon infrastructure

17: Stop old dashboards but keep infrastructure running

• September
31: Retire the old infrastructure (dashboards and reports)
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Thank you !
http://cern.ch/monit-support
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