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James Catmore, University of Oslo
Computing Coordinator for the ATLAS Collaboration
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Compute: mostly Intel or AMD CPUs with x86 instruction sets. Usually multi-core. |iiis

Some GPUs now available at the main Grid sites and (particularly) at HPC centres.

Storage: mixture of tape (for long term data archival) and disk (for fast and regular data access).
Very little solid state technology in use.

Network: CERN is connected to each of the major grid sites around the world on a dedicated,
private, high-bandwidth network called the LHC Optical Private Network (LHCOPN). Links can
sustain between 10-100 gigabits/second, leading to average data movement of 50 GB/second

Software: complex patchwork. Most experiments have dedicated frameworks written in C++ and
configured in Python. Rely on many external packages from within and outside the field. Many
millions of lines of code. Generally written for x86, originally single threaded but increasingly multi-
threaded.

Analysis software as varied as the user community, but strong movement towards the Python
ecosystem and particularly notebooks.
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48 Years of Microprocessor Trend Data

Moore’s Law is holding... Transistors
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Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2019 by K. Rupp
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https://github.com/karlrupp/microprocessor-trend-data

Historical Cost of Computer Memory and Storage
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https://hblok.net/blog/storage/

»< LHCOPN

ES-PIC CA-TRIUMF US-T1-BNL
AS43115

KR-KISTI
AS17579

§\
&
-~
-~
-
3
=
5
3
g UK-T1-RAL
: T
—
NDGF
] AS39590
-
-
-
%
2,
2,
2

S T0-T1 and T1-T1 traffic
e T1-T1 traffic only

B=ake J=Atas J=cMs =1HCD
edoardo.marteli@cermn.ch 20200115

n 1\
"""lmlmlmum'"'““

AS1162, 1104

ant

NL-T1

2

essssss 10Gbps

s 70Gbps
30Gbps

40Gb

smessm— 100G

bps

AS36391 AS43

US-FNAL-CMS

AS3152

RRC-KI-T1
AS59624

RRC-JINR-T1
AS2875

FR-CCIN2P3
AS789
i [

DE-KIT IT-INFN-CNAF
AS58069 AS137
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Video Accounts for Half of Ever-Growing Internet Traffic
Estimated global IP traffic per month (in exabyte)

100 ---- | Web and Other Data
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The Statistics Portal
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https://link.springer.com/article/10.1007/s41781-018-0018-8
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Challenges for HL-LHC

ANALYSIS  PORTABILITY —m



Computing and Data Handling session @ ICHEP 2020 B

o 33 talks

Data acquisition: |

Fvent generation: 3

Simulation: 4

Reconstruction: 4

Analysis techniques: 3

Analysis tools: 4

Data and workload management: 3
General experiment summaries; /
Software management and distribution: |
Monrtoring and anomaly detection: |

Quantum (inspired) computing: 2

Excellent talks throughout the sessions!

Covered the full range of activities and issues
related to computing and software in the 2020s

| highlight the talks that most directly address the
challenges described In the previous slide.

Apologies to speakers whose material is not
included.

Disclaimer: these are my own interpretations and
any errors are mine alone






Addressing the Compute Challenge

Can either optimise existing code... or make use of concurrency...

Multi-threading

CPU

Detector geometry & Transient per even t
cross-section tables MEMORY SPACE data (tracks, hits, etc.)

MEMORY

Without MT

4 7
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AVAILABLE CORES
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Active ¢

Control

ores
Cache

GPU

This is where the Portability Challenge comes in... will portability libraries save us?



Role of machine learning

* Machine learning is not new in our field - smple neural networks were In use in LEP days

* Boosted Decision Trees have been instrumental in many measurements and discoveries, Including single top
quark production and some Higgs channels

* How many physics results presented at this conference do not use some form of multi-variate technique?

* |n recent years there have been huge advances in deep learning, powered by very large and artfully constructed
neural networks

e Fasy availlability of powerful software for building complex neural networks
* Training deep neural networks Is particularly well surted to GPUs — possible solution to the portability problem
* Deep learning is already making significant contributions to analysis and simulation: can be both better and faster

e | ess obvious for reconstruction



G. Stewart, Wednesday

Anticipated Simulation Needs

Many physics and performance studies require large datasets of
simulated events

ATLAS 1/3 of th e q MC | Resources use in 2018
T . . . of the computing resources are dedicated to simulation,
« Geant4 is highly CPU-intensive / , 4 & User 3.8% -
all full sim
* Already lacking statistics -- increasing luminosity poses greater challenges « fast sim not used in production yet
* fully parametrised fast simulation approach for upgrade studies ALlCE
- O U S—— | ATLAS Preliminary. 2028 CPU resource needs _ _ MC
3 s00- ATLAS Preliminary X | |MC fast calo sim + fast reco, generators speed up x2 * expected 10-100 times more data in Runs 3 and 4 67.3%
ol CPU d i " .
=) i 201?22‘:‘:‘::::“6' i MC-Full(Sim) * cannot cover that with current usage of full sim
c . El
.% 80__.201895timates: s '_- Data Proc ALICE Week, 12/12/2018, Latchezar Bete:
2 - v MC fast calo sim + standard reco .
2 [~ MC fast calo sim + fast reco . Poosk,  f ’
3 60|+ Generators speed up x2 " o=
- o ! e o _
S - — Flat budget model y " . s Analysis
= - (+20%/year) 4 aeia W 4 |MC-Full (Rec) -
g e i N T Pledgeable
201~ = MC-Fast (Sim) § -===Sim at 100% of data
g _ : "
0"1.Hl1,,1.111.“1“111“11,,17 MC-Fast (Rec) S
2018 2020 2022 2024 2026 2028 2030 2032 EvGen A
Year ~j—:'1014
O
o
=
s CPU seconds by Type ‘ . 8
- nalysis * Simulate more events to keep up with v
1400 { W HL-LHC MC
LHC MC HL-LHC data volumes: 10%(Phasel) =
1200 { ™= Non-Prompt Data -
oo | « May also need to improve accuracy of
® il physics lists to simulate HGCal Veer
£ , . :
«  CMS * Reconstruction will take longer due to high
- pileup and granular detectors » Already includes projected optimizations of the software!
200 4 .
i - » Need more events, more accuracy, in more » Already today: very long waiting-times for samples!
i1 : - . :
522 EEEBEREE BB OB complicated geometry... w/ relatively

Year

smaller fraction of total CPU usage



https://indico.cern.ch/event/868940/contributions/3814716/attachments/2081740/3496711/Detector_Simulation_Upgrades_for_HL-LHC_-_ICHEP2020.pdf

G. Stewart, Wednesday runtime in seconds

A TGeoNav >
*® GA4(VG solids)

Three Tracks for Improvement o

e Refactoring and internal improvements -
o  Optimisation of current Geant4 code to run faster

o  Mostly work that is internal to Geant4, little direct impact for user code 69

e F[ast Simulation

o Replace detailed particle tracking models with different methods
o Long tradition of parametric response implementations 1 3 5 7 9 11
o Machine Learning is the hot topic here

e Hardware (R)Evolutions

o Increasing trend away from purely CPU based machines dﬂ;::?;ttgn physics models
o In particular GPUs become more and more common
. . : imulated
o  So we have to start looking at how we could use these machines for primary grooon:
particles Geant4 g
detector simulation transport

simulated
fast simulation events
models (full sim)

digitization, reconstruction, analysis

e Conclude that rewriting and modernising parts of Geant4 could bring tens of %

speed-up, depending on CPU and caches training algorithms
trainin
o Compact code, use better data layouts, reduce virtual function calls framefork



https://indico.cern.ch/event/868940/contributions/3814716/attachments/2081740/3496711/Detector_Simulation_Upgrades_for_HL-LHC_-_ICHEP2020.pdf

A. Morris, Wednesday M. Rama, Wednesday

. .
Selective simulation Disable subdetectors Two lines of development

(ReDecay, PGun, SplitSim) (RICHLless, Tracker Only) * Machine learning techniques
* Library of energy deposits (shortened as hit library in the following)

Particle simulation Real VAE VAE+GAN 2

Gauss Digitisation Trigger Reconstruction ; . - et
o . o X . -5 Develo
Boole Moore Brunel oo -
Generation = Decay = Propagation =0 - 87 ° -1 §
Pythia ... EvtGen ... Geant4 s -10 S -10
e -5« VAE trains well but the results
. e <15 a0 5 o 5 10 15 <15 a0 5 0o 5 14 15 1.5 <10 5 o 5 10 15 e ften “blurry”
| How can we speed this up? : : e o
Parametric methods o P ) P Real VAE VAE+GAN * GAN does not reach good
| » Code optimisation R % s -Joing accuracy
(Lamarr, Fast CALO...) , , - £ o g ,
» Multithreading £ w € s g * VAE+GAN provides better
. . 2 w R 2 w results
95 _99% of CPU time f « Simulate fewer particles % - § . g o ik
—J95h0 time for  Simulate less of the detector LI 8 85 -

s 10 H 0 5 mn 15 15 A0 b 0 5 1 1N s a0 o o0 5 10 1LY

. . . . Clustor traversa width (x) Cluster traverse width (x) Cluster traverse width (x)
whole chain spent in Geant4 « Faster subdetector simulation

* Combined VAE+GAN model performs better than the two separately

Fast simulation overview

* Nonetheless, more work still needed for further improvement

Growing menu of fast simulation options
Comparison with Geant4-based simulation using B® - K*%y

Step sped-up —~ 600 . —.——
Method Generation | Decay | Propagation | Digitisation | Trigger | Reconstruction 3 = 0 T * Reconstruction efficiencies
ReDecay ¥ % % o E s B 2KY % LHEY S"_“""""“ ""'_"“"‘"‘_—V - consistent within 1% rel. uncertainty
PG v v v Q : + :3‘:?0?:::22?:0 . * Some residual differences in the
on < A0OF +§ ' ' - mass shape, should be fixed by
SplitSim v v g .ok 3 «  building the library with photons entering
RICHless v o " *f ** . the calorimeter from different positions
o - -
S 200F $ — * possible additional calibrations
TrackerOnly v G 0E 4 5
- 3 : * The overall CPU time spent with the
Lamarr ’ v v v 100 = K, o = library is negligible in Gauss
FastCALO* v - o - ]
Fromrtamatapy | P cite s
0 500 5000 5500 6000 6500

o~ 2
* [Separate talk by M. Rama] Mass [MCV/C ]

B mass dependency on E, calibration: ~ 17 MeV shift for each % of E,, bias


https://indico.cern.ch/event/868940/contributions/3814341/attachments/2081387/3496052/Fast_sim_at_LHCb.pdf
https://indico.cern.ch/event/868940/contributions/3814342/attachments/2081922/3497026/rama_ichep20.pdf

J. Cruz-Martinez, Thursday

o ez el b
GPU computing

Monte Carlo simulations are highly parallelizable, which make them a
great target for GPU computation.

Float-64 performance comparison for a MC integral
Intel(R) Core(TM) i9-9980XE CPU @ 3.00GHz

RTX 2080 Ti 1
Monte Carlo integration of a
n-dimensional gaussian function

Titan V
16 cores A
8 cores 5 5
| = /dxl c.dx, e

4 cores A

2 cores A

0 10 20 30 40 50
Time (s)

GPU computation can increase the performance of the integrator by more
than an order of magnitude.

Juan Cruz-Martinez (University of Milan) VegasFlow ICHEP 2020 6/16

A new tool: VegasFlow

Framework for evaluation of high dimensional integrals based on MC algorithms.

4 )
Version 1.0 includes: 8 VegasFlow |
v
22777 )
v Plain Monte Carlo: to be used A 1 g
as a template for writing more ([ 22777 )
. . _ J
complicated algorithms. )
v" Vegas: importance sampling [ matrix element ]
algorithm by G. Peter Lepage. - v |
PDFFlow )
v
Source code available at: £ 227277 |
github.com/N3PDF/VegasFlow ) U 4
L result! )

Juan Cruz-Martinez (University of Milan) VegasFlow ICHEP 2020 10/16

Example of results
VegasFlow Vs Madgraph LO

For Leading Order calculations the advantages are immediately visible

Plain Madgraph Vs C++4-like

implementation
- We have ported an old fortran

code, no GPU-specific

LO single top @ 8 TeV, target uncertainty 0.014 pb
Intel(R) Core(TM) i9-9980XE CPU @ 3.00GHz

Titan V and R\'I{)e(gzaosgé)oyl'vi- Opt' m |Zat|on ]
VegasFlow |
RTX 2080 Ti
Vg - Phase Space, spinors, cuts... all

done ‘the old way”

MG5 aMC@NLO |
36 active CPU cores

0 10 20 30 40 50
Time (minutes)

y

i.e., there's room for improvement by developing GPU-specific code!
What about NLO?

Juan Cruz-Martinez (University of Milan) VegasFlow ICHEP 2020 13/16

22


https://indico.cern.ch/event/868940/contributions/3814440/attachments/2081000/3497892/juanCM.pdf

J. Cruz-Martinez, Thursday

NNLOJET+LHAPDF vs

Monte Carlo simulations are highly parallelizable, which make them a

great target for GPU computation. Vega S F IOW+ P D F F IOW

Float-64 performance comparison for a MC integral

Intel(R) Core(TM) i9-9980XE CPU @ 3.00GHz

- 2:3:: Monte Carlo integration of a
16'c:es n-dimensional gafssian function NLO VFH Higgs @ 13 TEV, tal'get Uncertainty < 1%
Intel(R) Core(TM) i9-9980XE CPU @ 3.00GHz
e = / dxp . .. dx, €5+ %
VegasFlow

Titan V + RTX 2080 Ti

Time (s)

GPU computation can increase the performance of the integrator by more
than an order of magnitude.

VegasFlow
Titan V

A new tool: VegasFlow

Framework for evaluation of high dimensional integrals based on MC algorithms.

VegasFlow
RTX 2080 Ti

Version 1.0 includes:

Y A &

v Plain Monte Carlo: to be used
as a template for writing more

complicated algorithms. NNLOlET
( ) 36 active CPU cores

v" Vegas: importance sampling matrix element
algorithm by G. Peter Lepage.

T T
0 5 10 15 20
Time (minutes)

Source code available at:
github.com/N3PDF/VegasFlow

—

result!

)

Juan Cruz-Martinez (University of Milan) VegasFlow


https://indico.cern.ch/event/868940/contributions/3814440/attachments/2081000/3497892/juanCM.pdf

M. Rossi, Friday

PDFFlow: PDF interpolation

Physical example - Single top production at LO

Combine PDFFlow and VegasFlow (MC integrator,

10.1016/j.cpc.2020.107376)

Speed comparison CPU-GPU for PDFFlow + VegasFlow

q b

W

q t

Born diagram for qg — bt

Speed-up range:
[7.0,9.9]x

Marco Rossi
(Openlab-CERN University of Milan)

NLO VFH Higgs @13 TeV

Dry run

Intel i9

0.68
RTX2080

TITANV

0.49
TITANV + RTX2080

0 1 2 3 4 5
Time [s]
Single top dry run
PDFFlow ICHEP 2020

16/19

Physical example - VBF Higgs production at NLO

q > /

0
Jﬁ)(q,qU { w/z
H } JIA . .
———————— Miyy  (P) Titan V4+RTX2080 Ti
0
1(Q.Q) { R "z |
5 > \ (P) Titan V

(C) RTX 2080

Born diagram for gQ — qQH
hep-ph/arXiv:1807.07908

(P) i9 reference

(C) i7 reference

Best speed-up at

0.13

0.22

0.28

5.65

8.2

0

MC integration of VFH Higgs @13 TeV muF=ptjl

VFH LO
VFH NLO

45.5

1160.1

" 69.4

| | 130

| | | | | | 360

50 100 150 200 250 300 350
Time [s]

CPU implementation: LHAPDF + Fortran code
GPU implementation: PDFFlow + VegasFlow

LO: 63X(C), (C) consumer-grade
43X(P) (P) professional-grade hardware
Best speed-up at
NLO: 7.9x(C),
2.9x(P)
Marco Rossi
(Openlab-CERN University of Milan) PDFFlow
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https://indico.cern.ch/event/868940/contributions/3814440/attachments/2081000/3497892/juanCM.pdf

C. Zampolli, Thursday||M. Concas, Thursday

>3.5 TB/s Data links from detectors ALICE apparatus

| Readout nodes I FLP
>600 GB/s

Synchronous processing EPN

<100 GB/s (data taking)

Disk buffer (60PB

\__—/

-
S
©
L
™
-
>
o

Compressed

Asynchronous processing raw data

Reconstructed data

Permanent storage

Synchronous processing

Goal of synchronous reconstruction is to reach factor 35 of compression.
Most relevant detector is TPC: from 3.4 TB/s to 70 GB/s

TPC data compression will consist of:

USE OF GPUs MANDATORY

* Clusterization )
> 40x faster than CPU but only 4x more expensive

 TPC tracking
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0

Average speedup normalised to one core for different GPU cards and a comparison with

former offline tracking vs HLT tracking.

* 40-150 CPUs replaced by one GPU

A y
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Comparlsons for the computing time spent between recent CPU and GPUs, two orders of
\ magnitude faster y



https://indico.cern.ch/event/868940/contributions/3814327/attachments/2082270/3498065/CZampolli_ICHEP_20200730_v6.pdf
https://indico.cern.ch/event/868940/contributions/3814330/attachments/2082180/3497463/2020-jul-24-conference_presentation-gpu-based_online-offline_reconstruction_in_alice_for_lhc_run_3_v6.pdf

N. Skidmore, Friday

LHCD
L)

New scintillating

L H C b U pg ' d e I fibre tracker New electronics D ata ﬂ ow eVOl utl on All reconstruction, alignment and calibration performed online

(SciFi) (CALO, MUON) e TURBO (+SP) stream “immediately available on disk
U r a d e e FULL stream saves full reconstructed event* - RAW data can
pg be removed

e TURCAL stream for calibration saves FULL+RAW info

LHCB-TDR-12 ~
New silicon LHCB-TDR-13 Trigger ripping
upstream tracker LHCB-TDR-14 - >
(UT) LHCB-TDR-15 Moore Brunel DaVinci
LHCB-TDR-16 4 o Minor reformat 4
LHCB-TDR-17 Tape storage - not accessible to users (ull e vent buiding) L Respelg
RETTED o SN T & »
LHCB-TDR-18 Disk storage - available to users [5““’“9““' t“] Storage e e
= l TURBO "ﬁs FULlSTRi:_AM ‘ [{__FULLSTREAM D l CHARM.MDST H DIMUON.DST H ]
New pixel vertex O e e “!
detector For LHCb upgrade trigger | Ny
VELO) see talk #520 and #521 A RIS } NigpieimaKing
E’::—‘:::::?E;'f::z‘.’::r:e :?:““ ROOT/Numpy/.. -

10 GB/s to storage

New optics and
photodetectors

( ) 3 Online Offline

*Slightly simplified view, full stream is
extreme instance of Turbo SP

Heterogenous resources

Worldwide LHC Computing Grid (WLCG) consists of © 1M CPU cores over 170 sites
Most sites have no GPUs yet - push towards High Performance Computing (HPC) centers providing large GPU resources
Potential to utilise HLT1 GPU farm like current HLT CPU farm during detector downtime

Need development such that significant LHCb payloads can run on GPUs Bt o B T

45 Weeks from Week 52 of 2018 to Week 45 of 2019

140

e User analysis utilising eg. TensorFlow for ML and fitting but small share of

120

LHCb’s CPU
e  Full detector simulation main payload but Geant4 has no GPU
compatibility yet (work ongoing outside LHCb) 8"
GPU batch cluster at CERN to develop/run GPU workflows w

20

0
Jan 2019  Feb 2019 Mar 2019 Apr 2019 May 2019 Jjun 2019 Jul 2019 Aug 2019 Sep 2019 Oct2019 Nov 2019

Max: 130, Min: 55.5, Average: 106, Current: 55.5

B MCSimulation 75.1% W DataStripping 19% B MCMerge 0.0% M test 0.0%
12.8% [ WGProduction cti

54% @ Merge

42% ® Ho


https://indico.cern.ch/event/868940/contributions/3814362/attachments/2082742/3499080/ICHEPSkidmore.pdf

A. Salzburger, Friday
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Aug 14, 2018

- Tracking Efficiency

High score means High tracking efficiency

~N—

Fastest solution are

[

accuracy & speed

I d Nov 12, 2018

Phase 2 - Final Score Map

Correlation accuracy / speed

in general also the most
accurate one!

@m» #1 Top Quarks
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— #3 S. Gorbunov
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— #5 E. Steiner
e #6 Komaki
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i #9 DBSCAN forever
i» #10 Zidmie & KhaVo
eam®» #11 A Lonza
— #12 Finnies
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@mm #20 Victor Nedel'ko
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A TrackML event - The Dataset | o
hits rl Z
hit_id X y z volume_id layer.id module_id
0 1 -64.409897  -7.163700  -1502.5 7 2 1
1 2 -55.336102  0.635342 -1502.5 7 2 1
2 —> |—83.830498 -1.143010  -1502.5 ||7 2 1
3 4 -96.109100  -8.241030  -1502.5\ 7 2 1 Seedlng > Inference & Assembllng > Flttlng
4 5 -62.673599  -9.371200  -1502.5 | 7 2 1
5 6 -57.068699  -8.177770  -1502.5 \7 2 1 DBScan Recurrent NN KNN-tree
o 6 7 -73.872299  -2.578900  -1502.5 V 2 !
w i 7 8 -63.853500  -10.868400 -1502.5 2 1 10 output sets of hit quadruplets
f{;‘ '5"& 8 9 -97.254799  -10.889100 -1502.5 2 1
" e ) B B Feature b )
1.! "|- ;.: ] 9 10 90.292900  -3.269370 1502.5 2 1 Feature 2 A Lnenr . Q Q Q . ‘ /, ’ ’ , Nearest hit
o L 10 11 -59.182999  -0.670508  -1502.5 2 1 outputshape: T e 3 4 P .
‘\_ r ® (10,4) ) \ — . ®True hit
Tah .
3 “ '?. %-b ° . Time e ‘
=. b ® . Distributed R
- - 5
- H H .
% \‘ i e cells/details WO TN .
td LS 0 1 209 617  0.013832 . ‘ — = »
.k R (A T T -
3 ; 2 1 209 618  0.211723 | e i i wi i R I i v / Feature a
<> . ‘
% 3 2 68 446 0.334087 s ‘:::‘;‘3:“:::“ Feature n g‘ydedresnize‘ LSTM B> LSTM B> LSTM B LSTM B~ LSTM B LSTM B~ LSTM ' B LSTM B> LSTM B LSTM
"E 4 <58 954  0.034005 “‘“‘8:“":‘\8:::‘ 13 A A L S S S A A Feature ¢
. 5 58 956  0.007798 ““‘:“‘ ":“:““ LSTM B LSTM B LSTM LSTM B LSTM B LSTM B LSTM B LSTM LSTM B LSTM
P S S A A A A A A A A A A
o > 60 951 0.019897 SN " ! !
truth ® ® ® ® @ « x v u
hit_id particle_id tx ty tz tpx tpy tpz weight I(:g'u:)shape: Unroll through Time (mapped using sorted z positions) > Zero out final 5 hits
0 1 0 -64.411598  -7.164120  -1502.5 250710.000000  -149908.000000 -956385.000000 0.000000  chi
1 2 22525763437723648|  -55.338501  0.630805 -1502.5 -0.570605 0.028390 -15.492200 0.000010
2 @: o -83.828003  -1.145580  -1502.5 626295.000000  -169767.000000 -760877.000000 ~0.000000 (¢, 1,2, 2/t) 5 sets of hit quadruplets
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https://indico.cern.ch/event/868940/contributions/3814673/attachments/2082738/3498457/2020-07-31-ICHEP-TrackML-Summary-ASalzburger.pdf

A. Yzquierdo, Friday| [CMS

Motivation for the use of HPC resources @

CMS aims towards increasing the usage of HPC resources in the mid to long term future (Run3 & HL-LHC):

Growing funding in HPC infrastructures looking onwards to deploying Exascale machines
Countries/Funding agencies pushing HEP communities to make use of these resources

Interest in HEP experiments to access best technologies available, usually employed at HPC sites
HPC contribution in the future regarded as integral part of WLCG strategy towards HL-LHC

Recent progress in the integration of new resources into the CMS Global Pool and for CMS use:
®* HPC.: via GlideinWMS pilot submission (CINECA) or integrated to HEPCloud (NERSC, etc)

® Cloud: as extension of Grid sites (CERN_Azure and PIC_AWS)
®* Opportunistic use of clusters: CERN_ BEER and extended Research or University campus (e.g. KIT T3 and at

Purdue)
* CMS@Home jobs in a separated Volunteer pool

Non-standard resources require enhanced workload-to-resource matchmaking: working on an expanded
description of jobs and resources for flexible and efficient scheduling (e.g. select no input data tasks, suitable

job processing time in KNL nodes, etc.)

CPU cores for jobs by Sub-Site CPUs in use by jobs not in the Global or CERN pools

wox  GlideinWMS pilots -« HEPCloud & BOINC

A 25K
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Resource provisioning and workload scheduling of CMS Off. Computing 16 July 31st, 2020


https://indico.cern.ch/event/868940/contributions/3814459/attachments/2083336/3499795/20200731_CMS_SI_ICHEP20.pdf
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Analysis models 30

M. Svatos, Friday

* tvolution of analysis models towards HL-
HC i1s to smaller and flatter data formats Analysis mode @ OatLas

EXPERIMENT

Current analysis model data formats on disk

® eg Nan OAO :) for‘ CMS, e there is a centralized data reduction system us-

ing the output of the reconstruction (AODs)

DAO D_PHYS L‘TE fOI" ATLAS — the DAOD (i.e. Derived AODs) content is

created from AODs by slimming, thinning,
skimming, or adding new variables or objects
— analysis teams can define formats tailored for

* Increasing interest in high-speed delivery of their specific analysi N ~ e~
columnar data to physicists in real time via " s procuced by the varous anslys groups =
Spark or similar technologies, with analysis in T coueing feay ik foorprit
workbooks T

A new analysis model is being prepared in order to fix issues of the current analysis model:

e two new common unskimmed data formats and will be introduced:
— DAOD _PHYS (about 50kB/event)

e (Challenge: integrating this with our - DAOD_PHYSLITE (about 10 kB/event)
: : : : e the goal is to cover needs of up to 80% of ATLAS analyses
dlS-tm bu-ted Compu-n ng nfras-tru Ctu e e with smaller size, ATLAS can keep more copies, i.e. availability of data for analysers will

Improve
e event data model;

— flat representation should allow for better integration with the growing Python-based

e Concept of Analysis Facilities within existing analysis ecosystem
, , , C : e appropriate application of lossy compression can help save space
orid sites IS gaining interest



https://indico.cern.ch/event/868940/contributions/3814320/attachments/2074434/3483142/ATL-SOFT-SLIDE-2020-234.pdf

A. Naumann, Tuesday

3_
Introducing ROOT "ROOT7" Vgl
5_
. ROOT is a centerpiece of HEP, virtually every HEPicist uses ROOT for analysis, - Massive, multi-year development effort Tl
> 1 exabyte of data in ROOT format -
- Focused on main ROOT columns:
- Common (also graphics) language, common data format, common grounds
- Analysis: parallelism, Python, RDataFrame, RooFit, TMVA
- Coherently designed, integrated solution with optimized interplay Nl
- 1/O: TTree successor RNtuple 27 7- |
-+ Core in C++, with dynamic Python bindings I
- Graphics: web-based graphics, GUI, event display
-+ Foundational math: histograms
i g:: LU
ﬁ ROOT - Axel Naumann, 2020-07-28, ICHEP 2020, Prague 3 ﬁ ROOT - Axel Naumann, 2020-07-28, ICHEP 2020, Prague lo_i | |

Why to bet on ROOT

- Targeted for HEP: simplicity, efficiency, support

PyROOT

oo RDataFrame

- Allows to predict changes, adapt and benefit: solutions and R&D tailored to
our very own problems

OOFIt
- Interface with and learn from other tools 4 4

- Single point of improvement: contribute here to have an impact, coherency
and synergies (experiment vs analysis etc) guaranteed

- Advantage: community knows its challenges; gets a coherent, reliable,
performant and agreed solution

ﬁ ROOT - Axel Naumann, 2020-07-28, ICHEP 2020, Prague 5


https://indico.cern.ch/event/868940/contributions/3814685/attachments/2081030/3495420/Naumann-ROOT-ICHEP-2020.pdf

A. Naumann, Tuesday
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S. Hageboeck, Tuesday

Speed up using vectorisation

RDataFrame Example

ROOT::EnablelmplicitMT(); e Run a parallel analysis

ROOT::RDataFrame df(dataset); o on this (ROOT, CSV, ...) dataset

auto df2 = df.Filter("x > Q") - only accept events for which x> 0
Define("r2", "XFX 4 yFY"): define r2 = x2 + 2

auto rHist = df2.Histo1D("'r2"); -~ plot r2 for events that pass the cut

df2.Snapshot("newtree”, "out.root"); - write the skimmed data and r2

to a new ROQOT file

0 ROOT - Axel Naumann, 2020-07-28, ICHEP 2020, Prague

—— ChiSquarePdf
Bukin

Johnson

Gamma

Argus

BifurGauss

CBShape

Gauss

Exp(x, c1)

Sum of 2 Gaus and Exp
BreitWigner

2nd order Chebychev
5th order Bernstein

2nd order Polynomial

—ee

I clang9 i7-7820X AVX512
I clang8 i7-4790 AVX2
[ clang9 i7-7820X AVX2
BN gce9i7-7820X AVX2
B gcc9 i7-7820X AVX512

O
O

O

4 6 8 10 12 14

16
Speed up

32

GPUs:

Redesign of data structures: Done
Vectorisable computation kernels —
GPU kernels: ~ Done

Infrastructure to submit GPU
computations and collect results:

Technical student project starting in
September

20

Vectorisable kernel for Gaussian distribution:

for (int i = 0; 1 < n; ++1) {

const double arg = x[1]

- mean[1];

const double halfBySigmaSg = -0.5

(sigma[1]

output[1] = rf fastExp
(arg*arg *
halfBySigmaSq) ;

/

* sigmalil]);

}

16



https://indico.cern.ch/event/868940/contributions/3814685/attachments/2081030/3495420/Naumann-ROOT-ICHEP-2020.pdf
https://indico.cern.ch/event/868940/contributions/3814689/attachments/2080944/3495516/20.07_RooFit_ICHEP.pdf

Automated selection of particle-jet features for data analysis In

Improvements to ML for searches at the LHC, High Energy Physics experiments, A. Di Luca, Monday
G. Strong, Monday Ter
Feature ranking comparison - : =
IMPROVEMENT CONTRIBUTIONS I
Dense connections =8 o 15 Fatetph 2
4.2% < PR - i
Swish + Tcycle . 4 G Kz o
3.0% Presence of clusters of variables e P
. g 3 da
close to dotted line means g |izmmms g
compatible feature importance g o s
- : 8 | & e e a0
NP— * KEY variables for the tagging iEEE .,
H1.9% : : " & e boeens
e Almost irrelevant variables
A8
Ensembling
60.9%
, . Relative contributions ,
Entity Embedding . 10-3 " im;g_rztance A 10
0.1% Improvements to Almost irrelevant L ‘5 Key variables
Private AMS over 1‘ =
single baseline model A. Di Luca - andrea.diluca@unitn.it 40th ICHEP - 28th July 2020 12

Employing QSVM Kernel with IBM hardware
(ibomq_paris, a 27-qubit machine), ttH (H — yy) analysis

4
©

e e 9
N

hardware AUC = 0.82

o

Application of Quantum Machine Learning to HEP Analysis at LHC using IBM
Quantum Computer Simulators and Hardware,
C. Zhou, Tuesday

w

simulator AUC = 0.83

e 9
>

..............................................................................................................

Background rejection
N w

P O

-=+ QSVM Qasm simulation, AUC = 0.825
= QSVM hardware <paris>, AUC = 0.821

‘00 01 02 03 04 05 06 07 08 09 10
Signal acceptance

e Using ttH analysis dataset (100 events, 10 variables), the
discrimination power of the QSVM Kernel on the Quantum
Hardware is currently similar to that of the QSVM Kernel on

33 quantum simulator.
S. L. Wu and C. Zhou (U. Wisconsin) 40th International Conference on High Energy Physics July 28, 2020 o



https://indico.cern.ch/event/868940/contributions/3814524/attachments/2081006/3495384/GS_ICHEP_28-07-20.pdf
https://indico.cern.ch/event/868940/contributions/3814524/attachments/2081006/3495384/GS_ICHEP_28-07-20.pdf
https://indico.cern.ch/event/868940/contributions/3814682/attachments/2081041/3495447/ichep2020_diluca.pdf
https://indico.cern.ch/event/868940/contributions/3814682/attachments/2081041/3495447/ichep2020_diluca.pdf
https://indico.cern.ch/event/868940/contributions/3814309/attachments/2080749/3495472/QMLHEP_ICHEP2020.pdf
https://indico.cern.ch/event/868940/contributions/3814309/attachments/2080749/3495472/QMLHEP_ICHEP2020.pdf

S. Timm, Wednesday

Monitoring: Transfers

* Rucio Kibana Monitoring. Shows , , Submitted,

transfer-submission_...

transfer-failed (30....

11,770 82.082TB

Total Transfers Total Transferred Bytes Y. transfer-done (66.02...

M. Svatos, Friday

Data Carousel

e is a sliding window approach to orchestrate data processing with the majority of data

resident on tape storage

Monitoring: File size and location

[rucio] Mock _Total dids [rucio] total replicas
1,379,448 5.8PB 3,097,440 13PB
DIDs Total bytes Total replicas Total bytes
[rucio] DIDs per scope [rucio] DIDs per account [rucio] DIDs per did type [rucio] DIDs per availability
protodune-sp oF A
@ protodune-dp dunepro ®D oL
@ np04_pdspprod2_mc @ bjwhite | ecC
A np04_reco_keepup @ivm
' \ np04_pdspprod2_reco ® jperry
[rucio] Replicas per site [rucio] Replicas pie
FNAL_DCACHE 1,364,606 5.8PB @ FNAL_DCACHE

CERN_PDUNE_CASTOR 1027176 4.4PB
CERN_PDUNE_EOS 273,658 870.8TB CERN_PDUNE_EOS
RAL_ECHO

RAL_ECHO 179,633 844.9T8

@ MANCHESTER
MANCHESTER 123,689 463.9T8B

@ PRAGUE
PRAGUE 39,558 272.7T8 IMPERIAL
IMPERIAL 33,894 24378 @ DUNE_US_BNL_SDCC
DUNE_US_BNL_SDCC 30,148 66.7TB @ LANCASTER
LANCASTER 24,045 122.3TB

Export: Raw & Formatted &

@ CERN_PDUNE_CAST...

10 29 July 2020 S. Timm | DUNE Data Movement Experience with Rucio A Ferm“ab

&) ©ATLAS

FZU EXPERIMENT

e The processing is executed by staging the data onto disk storage and promptly processing

them
— only the minimum required input data are located on disk at any time

— tested on full Run2 RAW data reprocessing (18 PB staged over several weeks rather than

all at once)

= OFTS o

34



https://indico.cern.ch/event/868940/contributions/3814323/attachments/2082107/3497344/ICHEP_2020_timm_rucio.pdf
https://indico.cern.ch/event/868940/contributions/3814320/attachments/2074434/3483142/ATL-SOFT-SLIDE-2020-234.pdf

Conclusions 35

e [he HEP community has a number of challenges to address with regards to computing and software before
the HL-LHC era

e Computation, Portability, Storage & Data Delivery, Analysis

* [he good news Is we have tools to deal with them, as has been shown in the Computing and Data Handling
track of this conference

* We also need people to do the work

e Funding agencies and instritutes must realise that computing and software Is as important for physics as
detector development and construction

* [he days when software grows organically with the detectors are over - writing software and building
computing systems for HEP now requires detalled project planning and management, and significant
person power sustained over many years

e Stable career paths need to be defined for those who wish to stay in HEP and work on computing



