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About Me
● Chemical Engineer (PhD at Penn State)
● Consumer Products
● Data Science / Machine Learning
● Kaggle



Why Kaggle?



Kaggle is the world’s largest data science 
community



Competition Progress

Error
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Martin O’Leary
PhD student in Glaciology, Cambridge U

Marius Cobzarenco
Grad student in computer vision, UC London

Ali Haissaine & Eu Jin Loc
Signature Verification, Qatar U & Grad Student @ Deloitte

Other

deepZot (David Kirkby & Daniel Margala)
Particle Physicist & Cosmologist

Competitions extract all the signal from a dataset

Best leaderboard 
score over time



Science on Kaggle?



Mundane - "We fit our 200 
observation dataset with a 
RandomForest"

Exciting - "We use Proper 
Orthogonal Decomposition and 
Galerkin Projection for 
dimensionality reduction of 3D 
turbulent flow and modeled 
temporal dynamics using LSTM 
NNs." 

ML for Science - Exciting vs "Mundane"

https://arxiv.org/pdf/1804.09269.pdf

https://arxiv.org/pdf/1804.09269.pdf


Winton Capital

Predicting dark matter
Top solutions used Bayesian methods

Dark Worlds - Gravitational Lensing



CERN

Use the ATLAS experiment to 
identify the Higgs boson, 
predicting tau tau decay of a 
Higgs boson vs background

Higgs Boson Machine Learning Challenge



CERN

Given a list of collision events 
and their properties. predict 
whether a τ → 3μ decay 
happened in the collision. 

Finding τ → μμμ



LANL / Penn State / Purdue

Model laboratory earthquake data

Earthquake Prediction

https://arxiv.org/pdf/1810.11539.pdf

https://arxiv.org/pdf/1810.11539.pdf


CHemistry and 
Mathematics in Phase 
Space (CHAMPS)

University of Bristol, Cardiff 
University, Imperial College, 
and the University of Leeds

Predict atomic scalar coupling

Predicting Molecular Properties



Challenges with Science on Kaggle



Challenges

● Reliance on Host (for issues with Leakage, etc.)

● Public Data
○ Earthquake

● "Defeating the Purpose" Data
○ CHAMPS

■ Can't anonymize molecules

● Compute Constraints
○ Speed
○ (Memory, etc.)



What is the Future of Kaggle?



Build models in 
Kaggle Kernels

Collaborate with 
teammates

Submit code, instead 
of .CSV predictions

How Code Competitions Work



Kernels-only Competitions

Equitable & 
Contained 

- Runtime, memory, GPU, and data constraints 
minimize excessively large ensembles.

- Compute constraints level the playing field 
for participants.

Important
Considerations

- Supports Python and R only.
- Handles medium-to-large datasets, but may 

not be the best choice for the largest 
problems.

True holdout set
- Evaluated on a withheld, private test set, 

enforcing true model generalization.
- Allows proprietary or sensitive information to 

be tested, without public release.

Reproducible
- Models run directly in Kernels with the click 

of a button or via a docker image for ease of 
solution transfer.



Final 
Leaderboard!

How It Works

Training / 
Model-Building 
(in Kernels!)

Public Test Set 
Feedback

Kernel Output 
Submission

Held-out Private 
Test Set Bulk Run

Submission Deadline





Questions


