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Release timeline

OPEN DATA
PORTAL

Tentative release timeline for OpenData detector

Consolida_tion °f Dataset production:
detector & simulation Geant4 simulation

(small statistics validation sample)

ACTS-Fatras simulation
(large statistics sample)

» Sep 2019

July/Aug 2019
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Let’s assume we are here




Part 1 =xpanding the expermental scope

TrackML - Grand Finale - July 1st & 2nd 2019, CERN



Evolving the Iracking detector

Future tracking detector technologies
- a full tming tracking detector to deal with higher pile-up

very fast detectors
could provide

chi

Geant4/ACTS simulation can provide this
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Evolving the Iracking detector

Future tracking detector technologies
- a full tming tracking detector to deal with higher pile-up

time information could help
essentially for pattern recognition

can be used to resolve
cense vertex populations
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http://cds.cern.ch/record/2649414/files/CR2018_357.pdf?version=1

Evolving towards a full template HEP detector”

Several parties have expressed interest in a full detector
- Full event reconstruction will need a Calormeter & Muon System

Calorimeter description of FCC-hh
available in DD4hep, could adapt it
to OpenData detector

— No ad-hoc fast simulation exists
Join forces with GAN/VAE calorimeter fast simulation developments?
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Calorimeter Reconstruction

Charged and natural particles deposit energies in calorimeter cells
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Calorimeter Reconstruction

First build “clusters of cells” representing one particle
- Quite a lot of calibration, noise reduction, plle-up suppression
- INn general thougn a connected component analysis with constraints

un an interactive algorithm to cluster “particles” together into jets
- this is done in 2D space (rapidity y, azimuthal angle ¢
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Jet ldentification quark/gluon et tagaing with CNNs

Jets from quarks and gluons

Gluon, Normalized pr after Pixel Standardization

have different morphologies
- l[dentification nelps to
Clear the macroscopic rom
the microscopic view

Translated Azimuthal Angle ¢
Translated Azimuthal Angle ¢

Supp|ement J[hiS addiﬂg CO|Or Translated Pseudorapidity n Translated Pseudorapidity n
to the Imag@S Quark, Normalized pr after Pixel Standardization

&

red = transverse momenta of charged particles

green = the transverse momenta of neutral particles

Translated Azimuthal Angle ¢
Translated Azimuthal Angle ¢

blue = charged particle multiplicity

Translated Pseudorapidity n Translated Pseudorapidity n

Source:

arxiv.org:612.01551
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https://arxiv.org/pdf/1612.01551.pdf

Jet ldentification quark/gluon et tagaing with CNNs

Jets from quarks and gluons

have different morphologies
- [dentification helps to
Clear the macroscopic rom
the microscopic view

Preprocessed images

fed into a CNN
- Max-pooling
- dense layer
- finally 2 output
nodes for quark/
gluon classiiication

J pre-process

dense layer

max-pooling

A 7

Source:
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https://arxiv.org/pdf/1612.01551.pdf

Jet ldentification quark/gluon et tagaing with CNNs

Some performance checks:

Gluon Jet Rejection

Significance Improvement
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https://arxiv.org/pdf/1612.01551.pdf

Provide simulator instead of dataset ?

nput for 1 /:/ simulation

detector <xml>

Json

physics

> HepMC

d

» on the fly
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Part 2 =xpanding the technological scope
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Trends in Computing

Fnd of Moore’s |law Phase-2 of TrackML offered
o VMs with 2 cores

(not really targeting where
42 Years of Microprocessor Trend Data industry moves to)

Transistors
(thousands)

Single-Thread
Performance . / .
(SpecINT x 107) K

Frequency (MHz)

Typical Power
(Watts)

Number of
Logical Cores

| | | I
1970 1980 1990 2000 2010 2020

Year

Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2017 by K. Rupp

TrackML - Grand Finale - July 1st & 2nd 2019, CERN



Trends in Computing HPCs

Rmax Rpeak Power
Rank System Cores (TFlop/s) (TFlop/s) (kW)

1 Summit - IBM Power System AC922, IBM POWER9 22C 3.07GHz, NVIDIA 2,414,592 148,600.0 200,794.9 10,096
Volta GV100, Dual-rail Mellanox EDR Infiniband , IBM A
DOE/SC/0ak Ridge National Laboratory :

United States

2 Sierra - IBM Power System $922LC, IBM POWER9 22C 3.1GHz, NVIDIA 1,572,480 94,640.0 125,712.0 7,438
Volta GV100, Dual-rail Mellanox EDR Infiniband , IBM / NVIDIA / Mellanox A
DOE/NNSA/LLNL

United States

3 Sunway TaihuLight - Sunway MPP, Sunway SW26010 260C 1.45GHz, 10,649,600 93,014.6 125,435.9 15,371
Sunway , NRCPC

National Supercomputing Center in Wuxi
China

4 Tianhe-2A - TH-IVB-FEP Cluster, Intel Xeon E5-2692v2 12C 2.2GHz, TH 4,981,760 61,444.5 100,678.7 18,482
Express-2, Matrix-2000 , NUDT
National Super Computer Center in Guangzhou

China

5  Frontera - Dell C6420, Xeon Platinum 8280 2 HPC cross-experiment discussion
InfiniBand HDR , Dell EMC ‘ ) Friday 10 May 2019, 13:00 — 20:40 Europe/Zurich
Texas Advanced Computing Center/Univ. of @ 513/1-024 (CERN)

United States

Description Live notes

> Live notes

Trends towards HPCs

@ HPC@LHCC.docx....

requires action for HEP Registration s o onts
Videoconference J‘ HPC_cross-experiment_discussion B 513/1-024 <
Rooms

[ source ]
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https://www.top500.org/lists/2019/06/

\ /“ on GPUs?

» many ML packages have GPU support!

Running a GPU based TrackML challenge natural next step

-

GPUs - Programmability

* NVIDIA CUDA:
— C++ based (supports C++14), de-facto standard
— New hardware features available with no delay in the API

* OpenCL:
— Can execute on CPUs, AMD GPUs and recently Intel FPGAs
— Overpromised in the past, with scarce popularity

e Compiler directives: OpenMP/OpenACC
— Latest GCC and LLVM include support for CUDA backend

 AMD HIP:

— Interfaces to both CUDA and AMD MIOpen, still supports only a subset of the CUDA
features

e GPU-enabled frameworks to hide complexity (Tensorflow)
* |ssue is performance portability and code duplication

24

[ source |
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https://indico.cern.ch/event/759388/contributions/3326339/attachments/1813982/2963995/CPUs_GPUs_accelerators_and_memory_v1.0.pdf

m on GPUs?

Running a GPU based TrackML challenge natural next step

I we want to run a combined accuracy/speed score

- need a similar environment
as Phase-2 with GPU backend

- need hardware resources Phase 2 Control of timing environment
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Joint Tracking & B-Tagging Workshop, DESY Hamburg, 2019
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https://indico.cern.ch/event/759388/contributions/3326339/attachments/1813982/2963995/CPUs_GPUs_accelerators_and_memory_v1.0.pdf

Final comments

| hope you had fun in the challenges,
and you stick around !

Background knowledge

Very good slides for beginners

o Lecture of particles tracking

Full helix equations for ATLAS - All equations you need!

v

Diplom thesis of Andreas Salzburger (Wow, he started in this field as a CERN student already in 2001:p )
« Doctor thesis of Andreas Salzburger

o CERN tracking software Acts - Sadly, we didn't have time to explore it :)

a Andreas Salzburger | Competition Host | just now « Options « Edit «+ Reply 0

*e

Oh - you made me feel old now ... :-)

Thanks for participating and | hope you had fun in the challenge!!
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