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Monitoring Mission

• Provide Monitoring as a Service for CERN Data Centre and 

the WLCG collaboration

• e.g. Dashboards, Alarms, Search, Archive

• Collect, transport, store and process metrics and logs for 

applications and infrastructure
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History

Two use cases at CERN had their own monitoring solution

• LEMON and SLS for Data Centre and IT services

• Monitoring tools for WLCG jobs and transfers

• Mission: integrating all of them into a single monitoring 

solution (MONIT)

317/05/2018



Data Centre
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Monitoring Data

• DC Metrics include:

• OS metrics

• Hardware metrics

• Application metrics

• from > 35k 

machines

• ~ 3 TB/day (compressed) 

• > 80kHz rate
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Monitoring Data - Workload
• Spikes in rate and volume

• Temporary outages (e.g. network outages) cause spikes
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Architecture



Technologies
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• Moving to community built 

technologies

• Reduce in-house components 

when possible

• Collaboration with the 

community:

• Development, bug reports… 



Monitoring Architecture
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Data Sources
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Data Sources: collectd

• What is collectd
collectd is a daemon which collects system and application performance metrics 

periodically and provides mechanisms to store the values in a variety of ways

• Why we use collectd

• Modular and easy to deploy

• Community built plugins

• Easy to develop new plugins

• Continuously improving

• (but documentation could be better)
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Our case
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Official support available for most of the metrics



Data Sources: collectd
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Data Centre Node
(Puppet managed)
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Transport: Kafka

Kafka as rock-solid core of our pipeline

• Distributed message broker

• Enables stream processing

• 72h retention policy

• Gzip compressed

• Replica factor: 3
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Processing
Stream processing

Data enrichment

• Join information from several sources (e.g. network topology)

Data aggregation

• Over time (e.g. summary statistics for a time bin)

• Over other dimensions  (e.g. compute a cumulative metric for a set of machines hosting 

the same service)

Data correlation

• Advanced Alarming: detect anomalies and failures correlating data from multiple sources 

(e.g. data centre topology-aware alarms)

Batch processing

• Reprocessing, data compression, historical data, periodic reports 
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Storage
• HDFS for long-term archive

• Compressed JSON or Parquet

• Data kept ~ forever

• ES for data exploration & discovery

• 2 large instances: 30 nodes

• Data kept for 1 month

• InfluxDB for time-series dashboards

• > 20 instances

• From 8GB up to 128GB memory per instance

• Data kept for ~5y, down-sampling

• Provided by other IT services
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Visualization

• Grafana for dashboards

• Users can create their own

• Kibana for data exploration

• Data discovery and logs

• Swan for analytics (notebooks)
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Visualization: Grafana

• Open-source platform for dashboards

• Support multiple back ends: ES / InfluxDB

• Advanced features

• Templates, ad-hoc filters, auto-completion

• Advanced query syntax, organizations, ACLs

• Alarms 
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Alarms: Overview
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Alarms
• Standard representation as any other MONIT document

• Integrated notification system

• All alarms can produce: support tickets, emails, etc.

• Collectd alarms

• Use collectd local metrics with threshold plugin

• Low level, created at the (virtual) machine

• Grafana alarms

• Defined using the Grafana GUI

• Integrated automatically into the MONIT workflow
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Alarms
History view for

all hosts and 
services
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Alarms
Live view of 
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Operations



Using MONIT at CERN DC

1. Configure the service using the Agile Infrastructure (Puppet)

• Basic monitoring configuration provided by MONIT

2. Configure service specific metrics and logs

• Configure collectd plugins in Puppet

• Configure local log collector

3. Monitor the service

• General monitoring dashboards available in Grafana

• Browse logs and discover service-specific data in Kibana

• Create service-specific dashboards in Grafana

• More advanced use cases
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OS Metrics
Basic Monitoring 

dashboard

for every host
in the DC
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IT Services
Create custom 

dashboards 
with metrics and

MONIT data



MONIT Operations

• Based on Openstack VMs (CentOS7)

• Puppet for service configuration

• Separate production/QA clusters

• Collectd for infrastructure metrics

• MONIT alarms
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Lessons learned

• Migration to open source technologies pays back

• Building a reliable pipeline

• Decouple producers from back ends

• Producers isolation (1 producer, 1 topic)

• Rely on technology that scales (Kafka over Flume)
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Lessons learned
• Component based approach over monolithic solutions

• Get to know your storage systems

• InfluxDB

• Works well with time-series data

• SQL-like language with built-in aggregations

• Requires care with high cardinality in number of series

• Needs some schema design

• Elasticsearch

• Good for discovery and search of logs

• Complex engine that requires special care with configuration

• HDFS

• Only for batch or high latency scenarios
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Summary

• Production infrastructure in place

• Including metrics, logs and alarms

• Based on mainstream and open source technologies

• We provide monitoring as a service
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Thank you

• Our docs:

http://monit-docs.web.cern.ch/monit-docs/

• Questions / comments are welcome!
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http://monit-docs.web.cern.ch/monit-docs/
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