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Overview of Japan

 Status of Hiroshima T2

 Status of Tsukuba T2 

 Summary and issues
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ALICE GRID Map
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Direct link to ManLan
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Full-mesh 

MPLS-TP
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Direct routing to TEIN 

in Singapore

@10Gbps  @100Gbps

More Tiers in Japan;

ATLAS-T2 (x10) and 

Belle-II-T0 (x??)  

Tsukuba T2;

No productions 

since Nov. 2017 due 

to local problems. 
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As of Mar. 2017; 

• 10 Gbps opened. 

• Commodity moved out.

• Perfsonar in operation. 
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ALICE T2 site “JP-HIROSHIMA-WLCG” with EMI-3 
on SL6.8...  as stable as possible.

GRID service; APEL, sBDII, CREAM-CE, CVMFS/ 
Squid, EOS, VOBOX…  as compact as possible. 

Job Scheduler; PBS/Torque/Maui

WN resources; 1,284 Xeon-cores in total          
Xeon5365(4c@3.0GHz) x 2cpu x 20 blades             
Xeon5570(4c@2.9GHz) x 2cpu x 26 blades  
Xeon5670(6c@2.9GHz) x 2cpu x 3 blades         
E5-2470v2(10c@2.4GHz) x 2cpu x 16 blades    
E5-2640v4(10c@2.4GHz) x 2cpu x 28 mod’s

Storage; 1,032TB disks on 8 servers, but no MS

Around 3/4 resource deployed to ALICE GRID, 
and the rest for local commodity

Firewalled; Fortigate 1500D/L3

Network; 10Gbps/IPv4 connected to SINET5 at 
Hiroshima DC

WLCG support by ASGC in Taiwan

Responsible/operated by Prof. Toru Sugitate 
w/remote technical support by SOUM corp., 
Tokyo

ALICE Tier-2 at Hiroshima
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Perfsonar View at Hiroshima as of 2019.10 

Throughput between Hiroshima – Sinet@Tokyo in 1 mon.
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Connectivity to ALICE Sites as of 2019.10  

Obsolete 

Obsolete 

Obsolete 

Obsolete 

Obsolete 

• Tsukuba link at Gbps. 

• About 250 Mbps to/from EU, US and Asians. 

Obsolete 
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Daily Score at Hiroshima as of 2019.10  

Usage as of  2018.11; 460TB

Usage as of  2017.10; 260TB
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Status at Tsukuba as of 2019.5 in Bucharest 

Network @10Gbps.

6 HN’s & 20 WN’s. 

192TB disk installed.

Pledged by June, but  

Need more time.
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Tsukuba T2;  

Operation down since Oct. 2017, then pledged to resume in June, 2019.

Worker nodes and a new SE ready. It’s small, but important for future.  

Network connected to SINET5 at 10Gbps. 

Some time/efforts needed to restart. 

Hiroshima T2; 

Non-stop operation since 2009, and major upgrade in 2017. 

Running 2300 jobs and completing around 10K jobs a day. 

SE/EOS service of 640TB; 13PB/year transaction fills 2/3 of cap.   

Issues to be solved for future operation;

Old environment; eg, SL6, PBS/Torque/Maui, CREAMCE, should be replaced. 

KEK has declared to terminate the HEPnet-J service in 2023. 

None of Hiroshima colleagues take over the Tier responsibility. 

Plans and future in Japan
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Thanks for your attention


