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One of the main challenges the JRC Big Data Platform-JEODPP [1] is to offer well consolidated computational
services, such as the batch system or interactive data visualization on which users can process large scale
geospatial data while ensuring a smooth user experience combined with easy administration of all resources
from hardware to applications.
Due to the heterogeneity of the user requirements of the JEODPP platform, many services have dynamic de-
mand over time. As an example users who want to visualise data interactively requires a considerable amount
of resources just in short periods, mainly during the core time of the day. Considering that the batch service
should use the full capacity whenever possible, the resources should be allocated dynamically. Moreover keep-
ing a physical separation between htcondor, interactive nodes, and all our other services as in our previous
setting is not satisfactory from service management, monitoring, and performance perspectives. In that fixed
setting, a lot of idle time when some operation was ended was added up to a lack of resources in the peak of
need. To address these issues, we are moving to implement all our services under the Kubernetes control.
Running batch workloads in Kubernetes is possible [2] and Kubernetes has a specific resource for that purpose
(Job) but it is quite limited. To address this limitation, we present in this work the implementation of HTCon-
dor within Kubernetes. HTCondor daemons are packaged inside pre-configured Docker images and deployed
as a service in a container cluster handled by Kubernetes. As a proof of concept, we have successfully run an
actual JEODPP use-case (atmospheric correction with Sen2Cor [3]) on Kubernetes and compared its perfor-
mance with a standard HTCondor pool. Finally, we present some considerations to implement other services
based on the namespaces of Kubernetes and some constraints to implement this solution in a production
environment such as the JEODPP.
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