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Multiple sources and notification channels

• Each subsystem produce its own 
data, but we have a common 
messaging service: Kafka

• E-mail

• Tickets (Jira/Snow)

• Messaging Applications

Different expected response time. 



Complex 
patterns

E.g.:

• Timeout message has been repeated 5 times in 
a 1 hour window for a given node.

• Memory increse alert but there is not a request 
increase alert. 



Alerts 
Classification

• Notification Channel as target variable

• Features to be determined

• Explore multiples alternatives (e.g. Decision 
trees, Random Forest, content based 
recommendation techniques)



Results 
visualization 

and 
presentation

• Storytelling with data guidelines. 

• Paper with results



Restrictions

Python and Bash only. 

The project must be finished 
during the summer stay.



Tools

• Apache Spark

• Scikit-Learn

• Spark streaming

• Apache Flink




