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Deep learning uses raw inputs, with many hidden layers 
to let the machine come up with its own features.  

How deep can we go before running into problems?

Disappearing Gradient
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Disappearing Gradient

Sigmoid Derivative

Chain rule for gradient of network involves multiple factors of 
the derivative multiplied together

(0.25)4 = 0.0039

Deep networks with Sigmoid activations have exponentially 
hard time training early layers
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Using the Rectified Linear Unit (ReLU) solves this problem. 
ReLU(x) = {0 if x <=0, x if x >0}

Still has nonlinearity which allows network to 
learn complicated patterns

Nodes can die (derivative always 0 so cannot update)
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Leaky Rectified Linear Unit (LeakyReLU) solves this problem. 

LeakyReLU(x) = {alpha*x if x <=0, x if x >0}

I have never had to use this in practice
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Deep learning
• Deep learning trained on raw (4-vector) data out classified 

shallow network and BDT on high-level variables 

• Give the network as much data as possible and let it learn 
what it wants 

• Is 4-vectors the best way to represent the data? 

• Are there more efficient forms? 

• Most news coverage of deep learning is about image 
recognition, can we use this?
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Deep learning

• Deep learning with 4-
vectors performs well 

• Each node is a linear 
combination of variables 
with different units?!?! 

• Is this all the information 
available in the detectors?



 8

[1704.08249]
How much information is in a jet?

http://arxiv.org/abs/1704.08249


 9

How much information is in a jet?
[1704.08249]

Including all of the 4-vectors doesn’t improve the classification
Boosted Z

http://arxiv.org/abs/1704.08249
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[1501.05968]

Boosted Tops

Represent a jet as an image

Representing data: Images, early works took all of the pixels, 
then unrolled them into a line

http://arxiv.org/abs/1501.05968
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[1501.05968]

Boosted Tops

Represent a jet as an image

• Claims to be better than N-subjettiness, but didn’t use whole basis 

• Used different signal, so can’t do direct comparison to last study 

• Didn’t use the methods traditionally used for image recognition

http://arxiv.org/abs/1501.05968
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https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/
content/more_images/Convolution_schematic.gif 

Represent a jet as an image
Image classification usually uses Convolutional Layers as 

opposed to fully connected (dense) layers

data = [1, 2, 4, 3, 2, 5, 1] filter or kernel = [1, 0, -1]

Builds in translational invariance 
Less parameters to fit

convolved data = [-3, -1, 2, -2, 1]

https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/content/more_images/Convolution_schematic.gif
https://leonardoaraujosantos.gitbooks.io/artificial-inteligence/content/more_images/Convolution_schematic.gif


 13http://aishack.in/tutorials/image-convolution-examples/

Convolutional filters
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 [1511.05190]

Boosted W

Jet Images with CNNs

http://arxiv.org/abs/1511.05190
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Boosted W

Jet Images with CNNs
 [1511.05190]

http://arxiv.org/abs/1511.05190
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[1612.01551]

Quark vs. Gluon

Jet Images with CNNs round 2

http://arxiv.org/abs/1612.01551
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[1612.01551]

Quark vs. Gluon

Jet Images with CNNs round 2
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[1612.01551]

Quark vs. Gluon

Jet Images with CNNs round 2

Can start to learn physics from the results of machine learning!

http://arxiv.org/abs/1612.01551
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Jet Representations
4-vectors of all the hadrons in a jet is an easy representation of 

the data, but not necessarily efficient 

Using N-subjettiness, can get good classification with more 
intuition for what the machine is using in it’s decisions 

Images can also be used and seem to get very good 
separation 

Each study used a different test signal, so can’t directly 
compare performance 

Are there other representations of the data which could be 
easier for a machine to learn from?
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[1702.00748], [1711.02633], [1711.09059] 
[1807.09088], [1810.05165], [1902.08570]

Representing a jet as a tree/graph

[1711.02633]

Gluon (1 TeV) Quark (1 TeV)

[1807.09088]

Can build in permutation 
invariance, other symmetries

http://arxiv.org/abs/1702.00748
http://arxiv.org/abs/1711.02633
http://arxiv.org/abs/1711.09059
http://arxiv.org/abs/1807.09088
http://arxiv.org/abs/1810.05165
http://arxiv.org/abs/1902.08570
http://arxiv.org/abs/1711.02633
http://arxiv.org/abs/1807.09088
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Building physics into the Machine
Adding a Lorentz Layer [1707.08966]

Start with 4-vectors (not 
components of 4-vectors)

Learn the linear 
combinations to use

Compute Lorentz invariant 
quantities

End with 2 fully connected layers

http://arxiv.org/abs/1707.08966
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Building physics into the Machine
Adding a Lorentz Layer [1707.08966]

Compute Lorentz invariant 
quantities

To make this layer have learnable features, don’t encode the 
metric, but leave it as weights to be updated

The network learns to use the Minkowski metric!

http://arxiv.org/abs/1707.08966
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Building physics into the Machine (2)
[1812.09722]

http://arxiv.org/abs/1812.09722
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A Fair Comparison
[1902.09914]: Try to find what representations of the data 
work best. Use the same training data and the same test 
data for all methods

http://arxiv.org/abs/1902.09914
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Big Transition

• Discussed many different representations of data for 
deep learning on jets 

• Everything was still “supervised” classification on a 
labeled dataset 

• Must train on Monte Carlo simulated data and then 
apply to real LHC data 

• Are there ways to train directly on real data to avoid 
any mis-modeling effects?
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Autoencoders
[1808.08979] and [1808.08992]

Minimize the reconstruction error

http://arxiv.org/abs/1808.08979
http://arxiv.org/abs/1808.08992
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Autoencoders
[1808.08979] and [1808.08992]

http://arxiv.org/abs/1808.08979
http://arxiv.org/abs/1808.08992
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Weak supervision / CWoLa
[1702.00414], [1706.09451], [1708.02949], 
[1801.10158], [1805.02664], [1902.02634]

Theorem 1 Given mixed samples M1 and M2 defined in terms of pure samples
S and B with signal fractions f1 > f2, an optimal classifier trained to distinguish
M1 from M2 is also optimal for distinguishing S from B.

http://arxiv.org/abs/arXiv:1702.00414
https://arxiv.org/abs/arXiv:1706.09451
https://arxiv.org/abs/1708.02949
http://arxiv.org/abs/arXiv:1801.10158
http://arxiv.org/abs/1805.02664
https://arxiv.org/abs/1902.02634
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Transfer Learning
Pre-trained networks for image classification are readily available 

https://keras.io/applications/ 

What if we want to do something with images, but 
not classification (using the same categories)?

https://keras.io/applications/
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Transfer Learning

Get rid of the 
“classification part”

Keep the features 

Freeze the layers so that 
the features don’t change
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Transfer Learning

“Preprocess” our data

New network

New network has small 
number of trainable 
weights, can train with 
limited resources
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One more transition
Last section was about how to train on unlabeled data, but we 

still had classifying jets/events in our minds 

Machine learning can be used for many other purposes in 
HEP
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GANS

https://ddcolrs.wordpress.com/2017/07/03/generative-adversarial-networks-gan/

https://ddcolrs.wordpress.com/2017/07/03/generative-adversarial-networks-gan/
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GANS

 

[1705.02355] and others: Fast detector simulation

[1810.11509], [1901.00875], [1907.03764] , and others: look 
at phase space integration / event generation 

https://ddcolrs.wordpress.com/2017/07/03/generative-adversarial-networks-gan/
https://arxiv.org/abs/1705.02355
https://arxiv.org/abs/1810.11509
https://arxiv.org/abs/1901.00875
https://arxiv.org/abs/1907.03764
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Conclusion
1. Neural networks are trained very similarly to fitting a 

line, define a loss and minimize it. 

2. Deep learning can outperform high-level variables if 
the high-level information does not capture all of the 
information within the data 

3. How the data is represented effects the style of network 
to use, and the results 

4. Training can be done on real data (unlabeled) 

5. Many more applications of machine learning
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Updates to tutorial
Your results from the tutorial should be saved on your 

computer. To ensure that doing a git pull does not affect your 
answers, change the name of Tutorial_1.ipynb

I have added my solutions to the git lab repository, use 
git pull

to download them to your computer

All of the required packages should now be in the docker 
container: 

docker pull cteqschool/tutorial:mltools-2.0.0


