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�2Outline
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�3What is the goal of the LHC?
BBC, March 2018

https://www.bbc.com/news/science-environment-43584969


�4Is the LHC a Higgs factory?
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The LHC is the 
first machine for 
making Higgs 

bosons, but it is a 
rather inefficient 

“factory” !

~Generic quark/
gluon scattering



�7Higgs versus gluons

- Scientific American

https://www.scientificamerican.com/article/what-exactly-is-the-higgs/


�8Higgs versus gluons

- Scientific American

This is true, but it turns out that the gluon 
is responsible for most of our mass - 

without them, the proton mass would be 
many orders of magnitude lighter…

Image credit: JLab

https://www.scientificamerican.com/article/what-exactly-is-the-higgs/


�9The Higgs-gluon connection
There is a strong connection between 
the Higgs boson and gluons.

…okay, enough about the Higgs boson 
for now - more about the strong force!
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Most Higgs bosons 
are produced when 

two gluons fuse

Due to the Higgs 
boson, the strong 

force is short-ranged



�10QCD physics program at the LHC

1. Photon/W/Z+jets 
2. Jet physics 
3. Jet substructure 
4.“Soft QCD” & Heavy Ions 
5. Quarkonia

Parton Distribution 
Functions (PDFs)

Monte Carlo 
Parameter Tuning

“Exotic” quantum 
phenomena

Perturbative QCD / 
strong coupling

Fragmentation 
Functions

Other non-
perturbative effects
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�12Experimental considerations



�13Calibration

We don’t measure particles, we measure energy 
deposits and then infer particle properties.

Single-particle objects 
(e.g. muons)

Composite objects 
(e.g. jets)

Particles in inactive material
Particles bent out of cone
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Secondary particles
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�15Calibration

We don’t measure particles, we measure energy 
deposits and then infer particle properties.

Single-particle objects 
(e.g. muons)

Composite objects 
(e.g. jets)

Particles in inactive material
Particles bent out of cone

Punchthrough

Energy and angular biasesEnergy and angular biases

Secondary particles

Usually one 
“bulk” correction

Food for thought: how would 
you do this without depending 

on the prior spectrum?



�16Calibration

The nominal calibration is derived using simulation and 
then a residual calibration accounts for differences 
between data and simulation (derived using data).

Can use the 
balance of well-

measured objects 
(e.g. photons) 

with jets to study 
the bias in data.
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�17Jet energy bias uncertainty
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Jet Energy Scale
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Non-trivial physics in 
the balance beyond 

leading order!



�21Unfolding

When someone says they have measured a differential 
cross-section, they mean that it has been unfolded.

Unfolding corrects for detector effects so that our data 
can be directly compared with theory predictions.

It is not valid to directly compare theory 
predictions to detector-level data !!

Either the theory or the data must be corrected.  
Correcting the data is more general and can allow for 

multiple theory groups to reuse the same measurement.



�22What does unfolding do?

In general, unfolding needs to correct for interrelated effects:

• Acceptance and efficiency 
➡ Particles produced may not be measured 

• Detector noise 
➡ Particles measured may not be from real particles 

• Background processes 
➡ If you want to measure process X, need to remove Y  

• Combinatorics 
➡ If N particles, chance that detector can change order 

• Detector distortions 
➡ Bias and resolution effects



�23What does unfolding do?

In general, unfolding needs to correct for interrelated effects:

• Acceptance and efficiency 
➡ Particles produced may not be measured 

• Detector noise 
➡ Particles measured may not be from real particles 

• Background processes 
➡ If you want to measure process X, need to remove Y  

• Combinatorics 
➡ If N particles, chance that detector can change order 

• Detector distortions 
➡ Bias and resolution effects

I’ll briefly 
illustrate this



�24Illustrative toy example

m = Rt m = measured; t = true

We usually call R the “response matrix” because 
m and t are binned (and thus vectors). 

We (usually) get R from detailed  
detector simulations. 

e.g. Geant4 (particle propagation and energy deposition) + 
custom code for analg and digital signal emulation.



�25Illustrative toy example

m = Rt m = measured; t = true

I know what you want to do here is t = R-1 m.



�26Illustrative toy example

m = Rt m = measured; t = true

In the next slides, I hope to convince 
you that this is not usually a good idea.

I know what you want to do here is t = R-1 m.



�27Illustrative toy example

R =

✓
1� ✏ ✏
✏ 1� ✏

◆
m = Rt m = measured; t = true

Consider this case, where 0  ✏  0.5



�28Illustrative toy example

R =

✓
1� ✏ ✏
✏ 1� ✏

◆
m = Rt

Var(R�1m) / 1/Det(R) = 1� 2✏

m = measured; t = true

Statistical uncertainty blows up as e → 0.5



�29A more realistic example
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�30Unfolding by Matrix Inversion
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�31The HEP solution
Our solution is to do regularized matrix inversion.

There are two main techniques that we use:

“Iterative Bayesian Unfolding” “Singular Value  
Decomposition (SVD) Unfolding”

Main tool: RooUnfold (ROOT-based C++ code)

Nucl. Inst. Meth. A 362 (1995) 487 Nucl. Inst. Meth. A 372 (1995) 469

R = USV T

U, V, orthogonal, S diagonal & non-negative

t = V z

d = UTm zi(⌧) =
di
si

· s2i
s2i + ⌧

regularization 
parameter

✓ij =
Pr(mj |ti) · Pr(ti)P
i Pr(mj |ti) · Pr(ti)

response 
matrix

Prk+1(ti) =
X

j

✓ijPrk(ti)

regularization 
= number of iterations



�32The HEP solution
Our solution is to do regularized matrix inversion.

There are two main techniques that we use:

“Iterative Bayesian Unfolding” “Singular Value  
Decomposition (SVD) Unfolding”

Main tool: RooUnfold (ROOT-based C++ code)

Nucl. Inst. Meth. A 362 (1995) 487 Nucl. Inst. Meth. A 372 (1995) 469
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Pr(mj |ti) · Pr(ti)P
i Pr(mj |ti) · Pr(ti)

response 
matrix

Prk+1(ti) =
X

j

✓ijPrk(ti)

regularization 
= number of iterations

Note: regularized matrix inversion depends 
on unphysical irregularization parameters 

One choses parameters to tradeoff bias and uncertainty.

- depend on prior
- depends on # 

of iterations

- depend on t

IBU Unfolding SVD Unfolding



�33Example: Iterative Bayesian Unfolding
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�34One last comment: phase space def.

Calculations are often at the level of “born-level partons”  

Need to decide what to unfold to, called the “fiducial volume”

1

1
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1

1

Born-level parton

Measurements are at the level of hadrons.

+Resummation (“dressed”)

+Non-perturbative corrections



�35One last comment: phase space def.

Calculations are often at the level of “born-level partons”  

Need to decide what to unfold to, called the “fiducial volume”

Measurements are at the level of hadrons.

The closer the target is to the observable, the less the 
unfolding has to do and the smaller the modeling uncertainty.

Please don’t unfold to “born-level partons”.  Better to 
“dress” the calculations with resummation and hadronization.  

(fortunately, born measurements is becoming less fashionable these days)
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�37PDFs

Every* LHC measurement is sensitive to PDFs - the ones 
that are most useful for constraining them can be (1) 
measured precisely, (2) predicted precisely (see last 

term), and (3) mostly sensitive to ~one partonic channel

� =
P

ij2{q,q̄,g}
R
dx1dx2fi(x1, µ)fj(x2, µ)�̂ij(x1E, x2E)

PDFs

*Except when the protons interact coherently.



�38Valence quarks at moderate x
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ū

d

W�

µ�

⌫µ

2

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-13/


�39

0 0.5 1 1.5 2

µ
η

0.15

0.2

0.25

0.3

0.35

 A
sy

m
m

et
ry

Data
Stat.+Sys. Unc.

CT14 NNLO
ATLASepWZ16
HERAPDF2.0
NNPDF3.1
PDF4LHC15
MMHT2014 NNLO

-1 = 8 TeV, 20.2 fbsATLAS

0 1 2
|
µ
η|

0.95

1

1.05

Th
eo

ry
/D

at
a

W+jets is a precise 
probe of the u/d 

content of the proton.

Why not 1/3?

1 Introduction

Measurements of the W+ and W� boson cross-sections in hadron collisions are a sensitive probe of quantum
chromodynamics (QCD). High-precision predictions at next-to-next-to-leading-order (NNLO) accuracy
in QCD are available to compare with data. Of particular interest is the ability of such measurements to
discriminate between di↵erent parton distribution functions (PDFs) [1–7], because the W boson rapidity1

y is strongly correlated with the initial-state parton momentum fractions x. In high-energy proton–proton
collisions, the main production mechanism of single W bosons is a valence quark annihilating with a
sea antiquark. The W bosons are preferentially produced with a boost in the direction of the incoming
valence quark, as the quark is more likely to be at a higher x than the corresponding antiquark. Since
the PDFs of u and d quarks in the proton di↵er (largely due to there being two valence u quarks and
one valence d quark), there is a production asymmetry between W+ and W� bosons (referred to in this
paper as the W boson charge asymmetry), which also varies as a function of rapidity. The boson rapidity
cannot be determined unambiguously in leptonic decays of the W boson because the decay neutrino passes
through the detector unobserved. The charge asymmetry can instead be measured as a function of the
decay lepton’s pseudorapidity ⌘`, which is strongly correlated with the W boson rapidity.

The W boson charge asymmetry was measured in proton–antiproton collisions by the CDF and D0
collaborations [8–10]. It was also measured, along with the individual cross-sections, in proton–proton
collisions at the LHC by the ATLAS Collaboration at centre-of-mass energies of

p
s = 5 TeV [11] and

7 TeV [2], by the CMS Collaboration at
p

s = 7 and 8 TeV [12–14], and by the LHCb Collaboration at
p

s
= 7 and 8 TeV [15–17].

This paper presents measurements of the integrated fiducial cross-sections for W+ ! µ+⌫ and W� ! µ�⌫̄,
as well as the di↵erential cross-sections, d�Wµ+ /d⌘µ and d�Wµ� /d⌘µ, as a function of |⌘µ|, where ⌘µ is
the pseudorapidity of the decay muon. The data used were collected in proton–proton collisions at a
centre-of-mass energy of

p
s = 8 TeV with the ATLAS experiment at the LHC and correspond to a total

integrated luminosity of 20.2 fb�1 [18]. The muon decay channel (W ! µ⌫) is particularly well suited for
this measurement due to good lepton identification and small contributions from background processes. In
addition, a measurement of the W boson charge asymmetry Aµ is presented, also as a function of |⌘µ|. The
asymmetry is defined in terms of the W+ and W� di↵erential cross-sections as

Aµ =
d�Wµ+ /d⌘µ � d�Wµ� /d⌘µ
d�Wµ+ /d⌘µ + d�Wµ� /d⌘µ

. (1)

The measurements are performed in a fiducial phase space, which is defined by the kinematics and
geometrical acceptance of the muon. All measurements are compared with predictions from a calculation
performed at NNLO accuracy using the DYNNLO program [19]. The DYNNLO predictions are produced
with six di↵erent PDF sets.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and
the z-axis coinciding with the axis of the beam pipe. The x-axis points from the interaction point to the centre of the LHC
ring, and the y-axis points upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle
around the beam pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). The rapidity y of a
system is defined in terms of its energy E and its longitudinal momentum pz as y = (1/2) ln[(E + pz)/(E � pz)]. Angular
separations between particles or reconstructed objects are measured in ⌘–� space using �R =

p
(�⌘)2 + (��)2.

3

At a pp collide, 
more W+ than W-

Valence quarks at moderate x

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-13/


�40Heavier quarks

Various measurements are constructed to be sensitive 
to the s-, c-, and even b-component of the proton.
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For example, W+charm measurement 
can constrain the sea strangeness. 

(ATLAS and to a lesser extent CMS 
find s ~ other sea contributions)

Question: how would you 
identify the c-quark?

https://arxiv.org/pdf/1402.6263.pdf
https://arxiv.org/pdf/1310.1138.pdf


�41Gluons

Gluon PDF at moderate - high x is constrained by two sources:
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Figure 2: Fraction of X+1jet events where the jet is uds quark (bottom and blue in each plot) as
compared to gluon (top and red). The horizontal axis is a pT cut on the jet, which in these events
translates into an identical pT cut on the other object.
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https://arxiv.org/pdf/1104.1175.pdf
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�42Dijets (gluons at low pT, quarks at high pT)
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1%, why is the cross-section 

uncertainty much larger?
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is comparable to the 
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at ~O(100) GeV 

→ constraining power!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2016-03/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2016-03/
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Precise measurements and predictions can do more than 
provide input to PDFs - they also provide a powerful 

consistency test of QCD in new energy regimes.

Possible because 
non-perturbative 
effects are small

Possible because 
electroweak effects 

are smallish and 
well-known

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2016-03/
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�46Strong coupling constant

Scale challenges aside, one can use these data to test the 
running of the strong coupling at the highest energies.
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with which to study possible contributions of new physics to the virtual corrections to the
gluon propagator, which would modify the QCD � function and therefore the solution of
the renormalization group equation.

3. Theoretical predictions

The one-loop virtual corrections to the quark and gluon propagators in perturbative
QCD are parameterised by means of the renormalization group equation (RGE)
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and nf is the number of active quark flavours at the scale Q. The presence of additional
fermions entering the loops would modify these coe�cients as [11]
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The new terms in Eq. 6 and 7 include the number of new fermions, nX , transforming under
a given representation of SU(3) parameterised by the group factor TX , as well as the Casimir
CX . Examples of such fermions are Dirac triplets, octets, sextets and decuplets transform-
ing under representations of dimension 3, 8, 6 and 10, respectively. For these particular
models, the values of TX and CX are given in Table 1. The leading order modification can
be parameterized by the mass of the new particles and ne↵ = 2

P
nXTX . For example,

the addition of a gluino would result in ne↵ = 3 and the entire Minimal Supersymmetric
Standard Model (MSSM) would have ne↵ = 6. In principle, ne↵ need not be an integer, as
might be the case if there is a strongly coupled dark sector that communicates with the SM
QCD as in Ref. [21]. Only integer values are used for predictions in the subsequent sections.

Model Triplet Octet Sextet Decuplet

TX 1/2 3 5/2 15/2

CX 4/3 3 10/3 6

Table 1: Example values of TX and CX for Dirac triplets, octets, sextets and decuplets.

The evolution of the strong coupling constant for the four particular models listed in
Table 1 is shown in Fig. 1. As noted in Ref. [11], for some values of ne↵ , asymptotic
freedom may be lost.
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2016-10/fig_09.pdf


�47Strong coupling constant

Scale challenges aside, one can use these data to test the 
running of the strong coupling at the highest energies.
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Figure 1: The next-to-leading order solutions to the renormalization group equation including a new fermion

with mass mX = 200 GeV transforming under representations of dimension 3, 8, 6 and 10, respectively.

At next-to-leading order, the transverse energy-energy correlation function can be ex-
pressed as a second-order polynomial in ↵s(Q), i.e. [18]
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where F (�) and G(�) are functions of the azimuth to be determined in the perturbative
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With these ingredients, one can obtain the theoretical predictions for the TEEC functions
using NLOJet++ [22, 23], together with the NNPDF 3.0 parton distribution functions [24]
In addition to the truncation in the fixed-order perturbative series, the resulting predictions
for the TEEC functions involve three additional approximations. The first approximation
is independent of BSM: we avoid from regions of phase space with significant collinear
enhancement since we do not include higher order resummation in the calculation. In
practice, this is accomplished by restricting cos� to be away from ±1. Next, we neglect
the impact of new fermions on the proton parton distribution functions (PDFs). This is
justified because the TEEC is a ratio of 3-jet to 2-jet cross-sections and so the e↵ects of
PDF variations largely cancel [18]. This is further supported by the fact that the theoretical
uncertainties due to the PDF were shown to be negligible in Ref. [19, 20]. A more detailed
analysis in Ref. [11] also found that the contribution from PDF variations was negligible for
ratio observables. The third approximation is that we neglect real emissions of new fermions.
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2016-10/fig_09.pdf
https://arxiv.org/pdf/1403.7411.pdf


�48BSM from the running of aS
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neff = 3 for a gluino

Complimentary to 
direct searches 

because 
~agnostic to the 
decay of the new 

particles.

https://arxiv.org/pdf/1403.7411.pdf
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neff = 3 for a gluino
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Figure 3. Limits on RPV decays of light gluinos, g̃ ! jjj. The recast performed in this
work of the UA2 study [43] is in blue, the CDF limit is in red [33], the lowest LHC constraint
from ATLAS is in green [37], and the robust lower bound of 51 GeV from LEP jet data is in
gold [5].

cross-section for R-parity violating decays to within 2-3 times the expected values across
the entire light gluino to three-jet gap.

4 Discussion

In this work, we illustrated that six-jet event data from UA2 constrains the allowed
cross-section for all-hadronic, three-body decays of gluinos in R-parity violating SUSY
with masses from 51–76 GeV, between the sensitivity of LEP and CDF. While unable
to close the light gluino to three-jet gap, the UA2 data does exlcude gluino production
cross-sections that are a factor of 2–3 larger than the expected values, setting what is
presently the strongest bound within this region.

As discussed in the introduction, high-multiplicity, all-hadronic gluino decays, g̃ !
n partons with n � 4, have been excluded for m

g̃

& 300 GeV by LHC searches [1, 38,
42]. However, these states are not currently robustly constrained at lower masses, as
the decay products become too collimated for the existing multi-jet searches to have

– 7 –

Even though direct limits 
are O(TeV), there may 
be some gaps at low 
mass that techniques 
like this can probe.

BSM from the running of aS

https://arxiv.org/pdf/1403.7411.pdf
https://arxiv.org/pdf/1803.01880.pdf


�50Resumed pQCD and jet substructure

Well-separated jets can be described by fixed-order pQCD 
but the radiation pattern inside jets requires resummation.

log(R/DR)
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hard-
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Regions of the 
Lund Plane

P(    ) ~ dz dDR
z DR

A useful way of thinking 
about radiation inside 

the jet is in the context of 
the Lund plane

1

1

(z1,DR1)
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Well-separated jets can be described by fixed-order pQCD 
but the radiation pattern inside jets requires resummation.

For example, the jet mass is approximately 

m2/pT2 ~ zDR2 which is a line in the Lund plane:
(where did this come from?)

log(1/z) = constant - 2 log(R/DR)

One can use this to derive the probability 
distribution at leading logarithm accuracy.

Resumed pQCD and jet substructure
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In fact, the jet mass has been calculated to  
higher accuracy and precisely measured!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-04/
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Subtly: these jets 
are groomed - 
radiation inside 

has been 
systematically 

removed.

In fact, the jet mass has been calculated to  
higher accuracy and precisely measured!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-04/
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While jet substructure nowadays typically refers to 
observables like the jet mass and Lund plane coordinates, 

there is a long history of more traditional “fragmentation 
function” measurements which probe similar physical regimes. 
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pT(particle) / pT(jet)

These studies are crucial 
inputs to tuning Parton 
Shower Monte Carlo 

algorithms, but can also 
be used to study pQCD.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-16/fig_11c.pdf
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pT(particle) / pT(jet)

We can’t generally measure 
individual particles, but we 
can for charged particles.

With charged-only, we can’t 
predict this distribution from 

first principles.  But for a given 
jet type (q/g) we can predict 

how it depend on jet pT.

How can we extract just the 
gluon (or quark) contribution?

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-16/fig_11c.pdf
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One way is to find two 
event samples  

(f and c) with different 
q/g compositions.

Given the fractions fq, 
you can extract the  
q/g bin contents h:

8.2 Quark and gluon distributions

As discussed in Section 5.2, the more forward and the more central of the two selected jets can be separated
to study di�erences between the radiation patterns within quark and gluon jets. Using the fraction of quark
jets f

q

in the two jet samples (forward f and central c), one can extract the quark (hq

i

) and gluon (hg

i

) jet
fragmentation properties separately by solving a system of equations per bin i of an observable:

h f

i

= f f

q

hq

i

+ (1 � f f

q

)hg

i

, (4)
hc

i

= f c
q

hq

i

+ (1 � f c
q

)hg

i

, (5)

where f x
q

is the fraction of quark jets in sample x (see Figure 3 for the gluon fraction) and the nominal
fractions are taken from the default P����� simulation described in Section 4. The flavor of a jet is defined
as the type of the highest-energy parton from the event record (all partons prior to hadronization) matched to
the jet via ghost association. This definition is not unique because quark and gluon labels are not universal
due to color connections with other partons in the event.5 In addition to the uncertainty in h f

i

and hc

i

from
the unfolding method, uncertainties in the extracted hg

i

and hq

i

distributions arise from the PDF choice,
from the matrix elements, from the fragmentation model (due to flavor changing), and from the method
non-closure. The determination of the uncertainty from the choice of PDF uses the NNPDF uncertainty
set (NNPDF 2.3 at LO in QCD and QED with ↵S(mZ

) = 0.119) and the matrix-element uncertainty is
estimated by comparing the nominal fractions from P����� with those from H�����.6 The non-closure
uncertainty is due to the small (sub-percent level) di�erences between forward and central quark jets, as
well as forward and central gluon jets, resulting from an ⌘ dependence in the jet fragmentation at a fixed jet
pT [102]. When presenting the average properties in bins of jet pT, the binning correction described in
Section 6 is also applied and the corresponding uncertainty contributes to the total uncertainty (though it is
smaller than other sources of uncertainty).

The matrix-element uncertainty dominates the total uncertainty in the extraction procedure, resulting
in an uncertainty that is about 1% at high jet pT and about 5% at low to moderate jet pT for quark jets,
with the inverse trend for gluon jets (low uncertainty at low jet pT and large uncertainty at high jet pT).
The extractions presented here use leading-order matrix elements and leading-logarithm parton shower
programs; higher-order e�ects that modify the fractions f are not included in this leading-order extraction.
Figure 14 shows the extracted quark and gluon distributions for jets with 1000 GeV < pjet

T < 1200 GeV. To
reinforce the simulation dependence of these extractions, the data distributions are referred to as ‘extracted
quark-like’ and ‘extracted gluon-like’.

5 However, for isolated jets, the topology dependence is predicted to be much smaller than the di�erence between quark and
gluon jets [102].

6 These two generators also use di�erent PDF sets, so this uncertainty is double-counted in the overall uncertainty.

26
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One way is to find two 
event samples  

(f and c) with different 
q/g compositions.

Given the fractions fq, 
you can extract the  
q/g bin contents h:

8.2 Quark and gluon distributions

As discussed in Section 5.2, the more forward and the more central of the two selected jets can be separated
to study di�erences between the radiation patterns within quark and gluon jets. Using the fraction of quark
jets f

q

in the two jet samples (forward f and central c), one can extract the quark (hq

i

) and gluon (hg

i

) jet
fragmentation properties separately by solving a system of equations per bin i of an observable:
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where f x
q

is the fraction of quark jets in sample x (see Figure 3 for the gluon fraction) and the nominal
fractions are taken from the default P����� simulation described in Section 4. The flavor of a jet is defined
as the type of the highest-energy parton from the event record (all partons prior to hadronization) matched to
the jet via ghost association. This definition is not unique because quark and gluon labels are not universal
due to color connections with other partons in the event.5 In addition to the uncertainty in h f

i

and hc

i

from
the unfolding method, uncertainties in the extracted hg

i

and hq

i

distributions arise from the PDF choice,
from the matrix elements, from the fragmentation model (due to flavor changing), and from the method
non-closure. The determination of the uncertainty from the choice of PDF uses the NNPDF uncertainty
set (NNPDF 2.3 at LO in QCD and QED with ↵S(mZ

) = 0.119) and the matrix-element uncertainty is
estimated by comparing the nominal fractions from P����� with those from H�����.6 The non-closure
uncertainty is due to the small (sub-percent level) di�erences between forward and central quark jets, as
well as forward and central gluon jets, resulting from an ⌘ dependence in the jet fragmentation at a fixed jet
pT [102]. When presenting the average properties in bins of jet pT, the binning correction described in
Section 6 is also applied and the corresponding uncertainty contributes to the total uncertainty (though it is
smaller than other sources of uncertainty).

The matrix-element uncertainty dominates the total uncertainty in the extraction procedure, resulting
in an uncertainty that is about 1% at high jet pT and about 5% at low to moderate jet pT for quark jets,
with the inverse trend for gluon jets (low uncertainty at low jet pT and large uncertainty at high jet pT).
The extractions presented here use leading-order matrix elements and leading-logarithm parton shower
programs; higher-order e�ects that modify the fractions f are not included in this leading-order extraction.
Figure 14 shows the extracted quark and gluon distributions for jets with 1000 GeV < pjet

T < 1200 GeV. To
reinforce the simulation dependence of these extractions, the data distributions are referred to as ‘extracted
quark-like’ and ‘extracted gluon-like’.

5 However, for isolated jets, the topology dependence is predicted to be much smaller than the di�erence between quark and
gluon jets [102].

6 These two generators also use di�erent PDF sets, so this uncertainty is double-counted in the overall uncertainty.

26

Already with dijets 
alone, you can make 
two such samples!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-16/fig_11c.pdf
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Gluons have more, 
softer particles 
than quarks.

pT(particle) / pT(jet)

roughly gluons 
have 2x the 

particles as quarks 
since they have 
~twice as much 

color charge
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One can predict the pT dependence of these 
observables, but let’s just do a quick sanity check:
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�60One last note on gluon fragmentation

0

1

2

3

4

) T
/d

z(
p

σ
) d
σ

(1
/

2016 Data
Total Uncertainty
Sherpa 2.1

)±Pythia 8.230 (A14 + Var2
/4)2

bb
Pythia 8.230 (A14, m

ATLAS
-1 = 33 fbint = 13 TeV, Ls

0 0.1 0.2 0.3 0.4 0.5
)

T,2
 + p

T,1
 / (p

T,2
) = p

T
z(p

0.5

1

1.5

M
C

/D
at

a

instead of parton-splitting e�ects) and were limited in their kinematic reach due in part to small datasets
and low momentum transfers.

The high transverse momentum and low angular separation regime for g ! bb̄ can be probed at the LHC
using b-tagged small-radius jets within large-radius jets. This topology is used to calibrate b-tagging
in dense environments [50–52] and is studied phenomenologically [53, 54]. The measurement shown
in this paper builds on these studies by using data collected by the ATLAS detector from

p
s = 13 TeV

pp collisions in order to perform a di�erential cross-section measurement of g ! bb̄ inside jets at high
transverse momentum – see Figure 1 for a representative Feynman diagram. Small-radius jets built from
charged-particle tracks are used as proxies for b-quarks and can be used as precision probes of the small
opening-angle regime.

This paper is organized as follows. After a brief introduction to the ATLAS detector in Section 2, the
data and simulations used for the measurement are documented in Section 3. Section 4 describes the
event selection and Section 5 lists and motivates the observables to be measured. The key challenge
in the measurement is the estimation of background processes, which is performed using a data-driven
approach illustrated in Section 6. The data are unfolded to correct for detector e�ects to allow direct
comparisons to particle-level predictions. This procedure is explained in Section 7 and the associated
systematic uncertainties are detailed in Section 8. The results are presented in Section 9 and the paper
concludes with Section 10.

q

g

q

b

b̄

Figure 1: A representative diagram for the high-pT g ! bb̄ process studied in this paper.

2 ATLAS detector

The ATLAS detector [55] is a multipurpose particle detector with a forward/backward-symmetric cylindrical
geometry. The detector has a nearly 4⇡ coverage in solid angle1 and consists of an inner tracking detector,
electromagnetic and hadronic calorimeters, and a muon spectrometer. The inner detector (ID) is surrounded
by a superconducting solenoid providing a 2 T magnetic field and covers a pseudorapidity range of |⌘ | < 2.5.
The ID is composed of silicon pixel and microstrip detectors as well as a transition radiation tracker. For
the LHC

p
s = 13 TeV run, the silicon pixel detector has been upgraded to include an additional layer

close to the beam interaction point [56]. The lead/liquid-argon electromagnetic sampling calorimeters
measure electromagnetic energies with high granularity for the pseudorapidity region of |⌘ | < 3.2. Hadron

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r , �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle as ⌘ = � ln tan(polar angle/2).

3

Question: why did I 
pick this diagram?

Gluon splitting to b-quarks 
offers a unique opportunity 

to directly probe gluon 
fragmentation.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2017-17/


�61QCD has much more to offer

…Collective effects, connections with heavy ions, …

I’ve offered a (biased) collection of results, 
but there are many more!

…However, I stand between you and lunch, so let’s wrap up!

More on PDFs, fixed-order effects, …

…Resummation, non-global effects (“entanglement”), …

…Quark and gluon properties, W/Z/H hadronic decays, …



�62Summary and overview

…there are also many exciting 
connections to modern machine learning 

that I did not have time to discuss - 
consider attending ML4Jets2020!

Even though QCD has only ~1 free parameter, it is a rich 
theory with various regimes that we can probe at the LHC.

Studying QCD is inherently 
interesting as a quantum theory 

of nature.  Understanding it is 
also critical for direct and indirect 

new particles searches.

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  
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Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.
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Take a jet clustered with e.g. anti-kt

Re-cluster it with C/A

Traverse the clustering 
tree backwards 

If a branch point 
satisfies the soft drop 

condition, stop.

Otherwise remove the softer branch 
and continue down the harder branch.
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Take a jet clustered with e.g. anti-kt

Re-cluster it with C/A

Traverse the clustering 
tree backwards 

If a branch point 
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Otherwise remove the softer branch 
and continue down the harder branch.
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Otherwise remove the softer branch 
and continue down the harder branch.
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Figure 47: Jet composition at particle level in the PYTHIA 6.4 tune Z2* for QCD dijet sample,
shown versus pT at |h| < 1.3. The component labeled ’g (rest)’ denotes all photons not coming
from p0s, and the component labeled ’rest’ refers to all particles not listed specifically.

showering early in ECAL, result in an effective neutral hadron response Rnh ⌧ 1 at low pT
despite the PF neutral hadron calibration for HCAL deposits. However, the neutral hadron
response approaches unity asymptotically at high pT.

Rearranging Eq. (47) in terms of the main particle categories seen by the detector gives

Rjet = fchRch + fgRg + fnhRnh, (48)

where fi are the average fractions of energy carried by each particle category at particle level,
such that Âi fi = 1. The effective categories are charged hadrons+electrons+muons (ch), pho-
tons (g), and neutral hadrons (nh). These effective categories have some ambiguity in the clas-
sification of, e.g., K0

S ! p+ + p� and K0
S ! p0 + p0 decays within the tracker volume. Typical

generated fractions are fch ⇡ 60%, fg ⇡ 25%, and fnh ⇡ 15%. These values differ slightly from
typical measured fractions fch, meas ⇡ 65%, fg,meas ⇡ 30%, and fnh,meas ⇡ 5% due to different
detector responses (Rch ⇡ Rg ⇡ 1, Rnh ⇡ 0.6, thus Rjet ⇡ 0.95) and ambiguities in particle
identification, specially between neutral hadrons and photons.

The impact of typical detector mismodeling effects can be estimated with the help of Eq. (48).
A change of �1% in the charged hadron fraction through tracking inefficiencies would result
in a corresponding but smaller increase of the neutral hadron fraction, for a total relative jet
response variation of �0.4%. A variation of �1% of the ECAL scale in data would change the
relative jet response by �0.3%, while a variation of the single-pion response of �3% would also
change it by �0.3%.

Adding these a priori uncertainty estimates in quadrature gives 0.6%, while summing them
up gives �1.0%. Incidentally, these are about the order of magnitude of the minimum energy
scale uncertainty and the data/MC correction applied at the moment in the reference region
|h| < 1.3. The PF energy fractions between data and simulation in Fig. 46 are in almost per-
fect agreement to the level of about 10�3 at pT ⇡ 200 GeV, which is consistent with the jet

https://arxiv.org/pdf/1607.03663v2.pdf

