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LHCb in Run 3

2

Detector Channels R/O Electronics To be kept
To be UPGRADED

Upgraded LHCb Detector

DAQ

Major upgradeà it’s a new detector all together.

ü Less than 10% of LHCb detector channels will be kept
ü 100% of R/O electronics will be replaced
ü NEW DAQ system and DATA CENTER
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* not touching on RTA, offline and computing aspects which are covered in separate presentations

Outline
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Installation planning and status
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Installation of fibers & data center

6

Fibers: installed 19008 (132 trunks)
- Only 44 pieces out of spec

• yield 99.77% vs contractual limit 95%
- Insertion loss < 1.4 dB @ 99.77%

Data center: 6 module fully delivered and pre-commissioned
- Many little “and not so little” bugs ironed out



LHCb Upgrade Status, 01/10/2019 F. Alessio, CERN

Installation of detector cooling
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Installation of SciFi neutron shielding
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• Shielding of the SiPM against neutron
• Installation already completed by end of June 2019
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Installation of RICH1 mechanics
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• Magnet shielding modifications
• MaPMT support mechanics
• Gas enclosure
• Quartz window broken

ü delay being absorbed in global planning
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Commissioning timeline

11

2018/2019 Local test-benches
to early commissioning

2020 Global commissioning

2021 Final commissioning with
first beams and data taking

Here now!
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VELO status: modules
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VELO module
components (for 52

modules + few spares)

VELO module production
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VELO status: rest of production
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VELO commissioning activities
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Complete slice test prepared at CERN
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VELO commissioning activities
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Work on procedures,
automation and monitoring
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UT status: production
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UT commissioning activities
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Slice test prepared at CERN

- Pre-production stave successfully shipped from USA
- First test of full stave with realistic power distribution and

grounding, plus CO2 cooling and mechanics
- Two PEPI crates with two DCBs

• Connected to stave via flex cables
- One MiniDAQ2 with control and readout firmware

ü Mostly excellent results up to nowà low noise
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RICH status: column production
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RICH commissioning activities

19

Columns being tested and commissioned @ CERN
- Commissioning lab equipped with readout server + HV/LV + ECS
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SciFi status: C-frame assembly
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Assembly of one full C-frame @ CERN
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SciFi status: FE electronics & commissioning

21

+ configuration recipes and DB
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QA check of main series FE boxes ongoing
• Cabling checks : done
• Readout commissioning ongoing with final PCIe40 cards
• One C-frame quarter electronics installed

ü 6 x FEBs = 96 data links
o Further installation suspended due to
“condensation” problem on Novec and dry-gas lines

• First Light calibration done
ü Scan of pulse delays between 0ns and
15ns in steps of 1ns à being analyzed
ü S-curves for all channels à being analyzed

• Charge injection done
ü Scan of pluse injection timing in steps of 3.125ns. All channel show a uniform plateau

• Bit-error rates tests performed: good results < 10-15

• Issue with GBT losing lock during FE reset
ü Problem investigated, found and solved
ü Issue when current consumption on
Maraton channel > 10A

SciFi status: FE electronics & commissioning
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SciFi commissioning of monitoring system

A lot of pioneering work ongoing in commissioning first monitoring system (of
LHCb)
• Allows for fast analysis and visualization of acquired data
• Fast feedback when performing commissioning/calibrations

Still some inconsistencies with data
interpretation, but can run over acquired
files offline
à Next step: make it work online

(prepare plots in presenter)
à Adapt decoding when final output

data format is finalized
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SciFi commissioning summary
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CALO status: production
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CALO status: at the pit
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MUON status: production
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MUON status: commissioning at the pit
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ONLINE status: plan

29

Online procurement and installation planning
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ONLINE status: readout cards production

30

~50% produced by end of September:
- Initial delay of ~5 weeks, now reduced to 2 weeks
- Investigating final needsà are the numbers still enough?

Being “accepted” in IT4 Data Center
- Final operating conditions
- Using validated cards as injectors

(SOL40) for cards to be validated
(TELL40)

- Afterwards stored away
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ONLINE status: 1° fw/sw production release

Spent the past months in preparing first production releases of:
• central firmware and software

à For commissioning and assemblies: control, readout, timing
à Validation and continuous integration ongoing

ü Firmware/software workshops 18-22/03 and 15-19/04 and 20-24/05 and
24-26 /06 and all summer…

Fundamental cooperation with sub-detector experts
• Adiabatic commissioning of sub-detectors and central systems

à Checkpoints to follow sub-detectors development
à At the same time, grow expertise in the community

• Such expertise will be necessary during detector commissioning!

Few aspects are still missing towards global commissioning:
• Timing distribution to FE with fixed latency
• Integrate system with Event Builder as in final configuration
• Scalable control firmware covering full 48 links
• Integrate in global system

+ a very long list of small little tasks...
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ONLINE status: online integration
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Developed setup for integration tests (“Vertical slice”):
- Identical final operating conditions
- Using bidirectional accepted cards as injectors (SOL40)
- Two partitions:

• Readout supervisor and interface cards (1-2)
• Optical splitter for clock and timing distribution (3)
• Readout cards (4-5, two partitions)

- Production versions of:
• Firmware
• Control system
• Event building
• HLT
• Storage

Plan to use it for:
• PCIe40 testing, multi-card integration, WinCC à April
• Event Builder validation/review/testing à

Finishing
• Integration with production releases à Now
• Ultimately for monitoring + HLT + online + storage integration à November
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ONLINE status: event builder

33

Two options on the table: dedicated vs distributed
à Reviewed on June 6, 2019

• Check for appropriate performance, scalability,
usability and cost

• Probe possible risks, both technical and financial

Conclusion:
- Confident that the EB team can get both solutions to

work (distributed w/ deep buffers)
- The cost does not seem to be a determining factor in

the choice
- Set of recommendations

• Continue testing the distributed options
• Set up complete data-flow chain with event-

building, monitoring and ECS in the Vertcal Slice
test (ongoing)

• Prepare a document describing flow-control and
overflow handling and dead-time accounting

à Final choice by December 2019
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LHCb Upgrade milestones plot
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Early commissioning to global commissioning

35

Currently moving from local test-benches to early commissioning
- most delicate phase: move towards “final” and “global” systems coherently

• develop tools targeting final system already
• final software/firmware/hardware commissioning currently ongoing

ü early commissioning phase

- sub-detectors need to move in parallel towards developing tools
• The tools are system tests

ü Test-beams, validation slices, assembly setups are the opportunities
to be able to arrive at the commissioning step ready and prepared
ü Gauge the level of preparedness at each step

- global commissioning can start once central online infrastructure is installed and
commissioned itself!

• to start beginning of 2020
ü overlap between local commissioning and global commissioning
ü adiabatic inclusion of new sub-systems as they become ready
ü coordination between sub-detector activities and centralized (online) activities

(moving target)
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Global commissioning short-term goals

Spring:
• Readout part of a detector (slice test) with new electronics
• Coordinate the needs from sub-detectors (early) commissioning

à Currently all sub-detectors are equipped with central hardware and software to
kick-start local commissioning work and follow production

Summer: make sure we arrive at the Online commissioning ready
• New PCIe cards coming in now

à currently being accepted/validated in Online
o Keep track of sub-detectors’ development
o Make sure to move ahead in parallel with development

• Broken record: It’s not just the cards: monitoring, infrastructure, Event Building, ECS...

Autumn:
• Central online system commissioning

o Fibers + data center then TFC and ECS
• Iron out last issues with central tools

o Continuous integration and validation framework developed
• Support sub-detectors with commissioning to be ready for 2020

Here now!
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Next steps in the next months
(aka commissioning milestones)

First thing in the pipeline à Online commissioning

1. Data center commissioning

2. PCIe40 acceptance, validation
• All SOL40s already tested
• Now testing first batch of TELL40s using SOL40s as data generators

3. Vertical slice party
• New cards + timing distribution + partitioning + WinCC + EB + HLT passthru

4.  Online system installation + commissioning
• TFC + ECS hardware and software
• TELL40s and clock distribution/recovery
• Event Builder + online network

5. Sub-detectors commissioning with global online system
• ETA beginning of 2020
• With reduced resources in FARM then towards 2021 with full resources
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Online Data Monitoring (data quality)

The monitoring of the LHCb detector should be considered a broader and
important task/activity than it has been up to now.

One shifter is entirely
dedicated to “monitor”
the detector: the tools
should make his/her

work easy and should be
adequate to the task

Monitoring system will
be the rock on which our
future detector will rely
on: not many chances to

go back and fix an
“alignment bug”

Monitoring system is an
absolutely essential tools
for commissioning and it
should not be a burden

on the experts.

Work on global monitoring system is going to pick up momentum from now on
• from diagrams on a paper to real implementations
• commissioning of monitoring system to happen with commissioning of detector

à Thinking about solutions and implementations should start now
o Online – RTA collaboration fundamental here

• Use local commissioning setups to “build up” features
• Coordination by Patrick Robbe, second monitoring workshop currently scheduled

for 11th October 2019: https://indico.cern.ch/event/849009/

https://indico.cern.ch/event/849009/
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Online luminosity and beam monitoring

40

Instantaneous damage

Beam Interlock

Background
………Trigger rates………………………………
………Poor data quality…………………………………….
…………………Single event upsets………………………
…………..……..Accelerated aging……….……………….
………………………..Long-term damage…………….......

Online monitoringAccumulated dose

and Luminosity
Background
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Halo/beam-gas/………………....…….scraping……………....Beam incident

• High radiation levels for a long enough time can trigger a beam dump
• Background is the normal life around an accelerator but it can be unacceptably high such that it

affects the quality of data
• If high, it can also decrease the expected life of the detectors

ü LHCb operated with a set of systems to monitor radiation and background in Run 1&2
à needs consolidation and upgrading
ü Complex background structure requiring complete understanding and widely different

level of reaction times
ü At higher luminosity, background must be watched carefully.

From Run3, beam and luminosity monitoring will become an important tool to
evaluate the performance of our detector in the LHC environment
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1. Online luminosity determination
• This is absolutely fundamental.
• Today, we use activity in the calorimeter to infer the mu

ü Use the zero-bin (no activity), then mu = -log(fraction_ncalo)
ü But after the upgrade, no L0 trigger (+ zero-bin depleted)

• We need to find a strategy to measure mu
ü We need a live counter: Leveling is a real-time application as well

• updated regularly and within a few seconds
ü Cannot rely 100% on just HLT events

• because the luminosity determination should also be independent from
running the DAQà heavy machinery !

• But it should be integrated in it in order to cross calibrate various sources
ü Ideas developing regarding an LHCb “dedicated luminometer”

• as a flexible system that can be used also for other applications
• a lot of opportunities here for young scientists w/o a huge budget...

• Involve more people in the luminosity working group.
ü Manpower there is very limited and will surely profit from additional help.

Online luminosity and beam monitoring
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2. Beam interlocks and beam monitoring
Today we use the BCM (beam conditions monitoring) and the BLS (beam loss
scintillators) to monitor beam induced background
• Beam/background conditions must be watched at higher luminosities.

ü Evaluate impact of bad vacuum, UFOs, bad machine conditions etc
• BCM worked beautifully during the entire Run1&2

ü Interlocked when needed, always justified and followed up
à In LS2: readout system replaced and consolidation on the sensors

à On a longer term, need to start thinking of a new BCM to be deployed from Run4 and
beyond
ü HL-LHC will be a different pp environment
ü 25ns readout, dump logic/thresholds, what technology? Couple with luminometer?
ü Not needed for Run 3, but ideal to have it under test before end of Run3

3. LHC clock reception, distribution and monitoring
• LHC clock distribution won’t change until LS3.

ü But clock phase changes due to temperature dependent fibers
• What about adding timing information in the upgrade?

ü Old system to monitor clock phase could profit from this
additional piece of information. Beam timing must be monitored.

BCM

Online luminosity and beam monitoring
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LHCb is in a unique position

ü We can literally “see” our IP
ü We have bigger beams (b* = 1.5m in Run3)
ü We have SMOG(2)
ü We have an innovative and creative attitude
ü We have the handle of a huge upgradeà LHCb in the spotlight in Run3

We have some “free” space in front of the VELO

List of desiderata
- bunch-by-bunch quantities
- time information
- “live” beam shapes/emittance
- integration in upgraded DAQ
- automatic reports/monitoring
- correlations with other quantities
(vacuum, mu, detectors…)

à Invite proposal of new
detectors!

à Some being already reviewed
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SMOG2

• Unique FT physics program!
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Run 3 running conditions requests to the LHC

1. Levelling at 2x1033 cm-2 s-1 throughout entire length of fill
à Enough margin to do so in 2021 and 2022/2023

2. Maximize number of colliding bunches
3. Minimize crossing angle differences between magnet polarities

à Add V x-angle and remove external H x-angle
4. Include new VELO aperture, investigate limitations on β* reach
5. Energy stable throughout Run 3
6. Luminous region size (in z) above 37mm

à If new crossing angle, bunch length leveling may not be needed
7. Mixed filling scheme ok if homogeneous pileup distribution among bunches

à Many requests taken in considerations and accepted by LHC
• 2021 will be a commissioning year for the LHC as well
• 2022-2023 will be production year. 2024 is uncertain.

For Run3, what beam parameters are we going to expect and what running
conditions are we going to ask? We need to start thinking about it now!
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At the beginning of 2021, LHCb will have 90% of its detector new
• Need some early collisions to commission time alignment, initial scans,

operational aspects, understand detector.
ü Schedule early 450 GeV collisions (more than once)

à Stable Beams & closing the (new) VELO @ 450 GeV would be highly appreciated
à to cross check with LHC what the limit is

ü Schedule early 2x2 bunches beam at ~7 TeV (more than once)
à Also more than 2 bunches/beam, but no trains yet.

• TED shots may still be useful even if coming from opposite direction
ü Commission the “mechanics” of time alignment
ü Does not give final valuesà need beam for that.

à We could use/commission the new LHCb SMOG2 system for that
à Can profit from simple circulating beams

• Need to schedule a full set of safety interlock commissioning with LHC
ü According to installation/commissioning schedule, expect Q4 of 2020.
ü New vacuum valve? Logic and connections to the BCM

Tight collaboration with EMTF (Early Measurement Task Force)
ü Before “early” measurement, perform “early” commissioning J

Run 3 expectations:
LHCb commissioning with beam
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Conclusions
Installation is on schedule and absorbing delays where necessary

Sub-detectors local commissioning activities taking momentum
• SciFi, RICH, VELO and UT daily clients. Now also with CALO and MUON.
• Vertical slice ready w/ new PCIe40 cards being extensively used
• Firmware and software released in the first production versions + online

commissioning

Strongly fostering a spirit of collaboration, sharing, inclusion and communication:
• We highly welcome the cooperation with sub-detector experts
• While keeping an eye on consistency and guidelines: do not repeat things twice!

Attention in covering all aspects of operations
• Data quality and detector monitoring
• Beam/background/online luminosity monitoring + interlocks

o Monitoring of beam conditions and online luminosity is fundamental for our
success!

LHC being very cooperative in preparing the LHCb running conditions for Run3

Many possibilities to contribute to the success of LHCb Upgrade I !!
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Backup
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Global commissioning ultimate goal
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The goal of 2020 should be to be able to take data with the vast majority of
the upgraded devices included and using the global centralized system
- “cosmics” data taking over long periods of time
- remember: there is no hardware trigger, so seeing a “cosmics” event would be an

interesting moment…

A et of milestones for this phase are being defined in collaboration with
sub-detectors experts.
- (JIRA) Tasks generation
- Action lists and follow-up during regular commissioning meetings
- Coordination of parallel activities, sharing of resources
- Definition of data taking activities, conditions, modes
- Training of experts and non-experts

ü Build a strong team of operational experts such that many can
use the weapons at our disposal
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Commissioning tasks and follow-up

Set-up a JIRA project to follow-up commissioning activities
https://its.cern.ch/jira/secure/RapidBoard.jspa?projectKey=LHCBUPGCOMM&rapidView=6465

à Being setup over time as I get information/generate tasks
• Added more tasks recently and assigned tasks to users
• Integrate with other sub-detectors and their tasks/charts
• Also used as documentation and resources tracking

https://its.cern.ch/jira/secure/RapidBoard.jspa?projectKey=LHCBUPGCOMM&rapidView=6465
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Defining sub-detector partitions

Important not to break
partitioning

ü Put together SOL40 and
TELL40 that are
connected to same FEs!

ü Dynamic SODIN-SOL40
association based on
recipes (partition ID)

EDMS document being updated
https://edms.cern.ch/file/2112652/1/Partitioning_TFC_edms2112652_v2r1.doc

ü TFC to TELL40 is distributed through dedicated PON link (over SFP+
and optical splitter)

https://edms.cern.ch/file/2112652/1/Partitioning_TFC_edms2112652_v2r1.doc
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Defined sub-detector partitions

Partition denotes which part of the
detector that can be operated
standalone and/or in parallel to
others.

à LHCb is the “global” partition

• Also defines the so-called “partition ID” that is used by ECS for global control
• Increased to 32 bits so we can welcome more future sub-detectors

EDMS document prepared and in circulation with sub-detectors

Sub-system # of divisions Naming Bit

VELO 2 A/C 2(A) 3(C)
RICH 1 1 4

UT 2 A/C 5(A) 6(C)
SCIFI 2 A/C 7(A) 8(C)

RICH 2 1 9
ECAL 1 11
HCAL 1 12

MUON 2 A/C 13(A) 14(C)

T(est)DET(ector) 1 15
Tot = 13
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Master link (OLT)
Slave links (OLT)

PON splitter

53

Vertical slice fully setup for testing the PCIe40 cards and distributed Event Builder

• PCIe40 testing, multi-card integration, WinCC à April
• Event Builder validation/review/testing à Ongoing
• For final PCIe40 production acceptance and validation à Now
• Ultimately for monitoring, HLT, online integration “party” à November

© Paolo Durante

Extensive work with PCIe40 cards

Now moving to final timing and clock
distribution using PON architecture
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Building events and output data format

Online team defined the “event bank format”: https://edms.cern.ch/document/2100937
• EDMS document prepared and in circulation for approval with sub-detectors

à Swiftly included in the central firmware/software tools
• Tried out already with SciFi test-bench with multiple sources First ever

built event

https://edms.cern.ch/document/2100937
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2018/2019 commissioning events

4 Upgrade commissioning meetings:
• 02 October 18, 10 December 18, 11 February 19, 03 September 19

Sub-detectors commissioning workshops:
• UT 15-16 October 2018 https://indico.cern.ch/event/759996/
• VELO 2 November https://indico.cern.ch/event/765995/

Monitoring brainstorming: 11 October, https://indico.cern.ch/event/764181/

ECS workshop: 29 November

SMOGII presentation at MPP and LMC 14 December and 16  January
VELO presentation at MPP 25 January

Online workshop 28 January

PCIe40 production started 31 January

https://indico.cern.ch/event/759996/
https://indico.cern.ch/event/765995/
https://indico.cern.ch/event/764181/
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DAQ workshop

DAQ workshop (14 March): https://indico.cern.ch/event/803218/

• Online and commissioning bodies organized a workshop specifically targeting
DAQ systems

ü Similar to the ECS workshop
ü Presented current guidelines/tools in online regarding DAQ
ü Sub-detectors asked to present what they expect from central online

• what do you expect from the central teams (Online and support) in terms of local
and global commissioning?

• how do plan to do your integration / commissioning and how do you plan to perform
the transition from local test-benches to the central system? A rough timeline would
be welcome as well.

• what does your integration / commissioning system look like in terms of
architecture, resources and infrastructure?

ü Got to know experts who will actually do commissioning/integration

https://indico.cern.ch/event/803218/
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ECS and Online one-day workshops

https://indico.cern.ch/event/758213/
ECS team to discuss guidelines, implementations, tools and strategies
• Sub-detectors presented their developments and strategies
Finished with excellent Portuguese food and drinks

https://indico.cern.ch/event/781236/
Online team & friends got together to discuss most recent developments in:
- Storage
- Event builder and its architecture
- Architecture of the dataflow
- Online monitoring infrastructure and strategy
Minutes w/ actions attached to the agenda by Niko
https://indico.cern.ch/event/781236/attachments/1789624/2915092/online_ws0119_summary.pdf

As usual very proficuous discussions and exchange of ideas.
à To repeat it with another one-day workshop dedicated to DAQ!

https://indico.cern.ch/event/758213/
https://indico.cern.ch/event/781236/
https://indico.cern.ch/event/781236/attachments/1789624/2915092/online_ws0119_summary.pdf
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Sub
detector PCIe40 requests ETA Notes Who

VELO 1 MiniDAQ2 done 1 MiniDAQ2 (Liverpool)
Put 1 PCIe40 in MiniDAQ2 server Karol

RICH 1 SOL40 + 2 TELL40
Server ok done 1 MiniDAQ2 (CERN) Tonino/Silvia

UT 1 SOL40 + 2 TELL40
Server ok

1 before
01/05/2019

Then +2 after
acceptance

4 MiniDAQ2
( Maryland, Syracuse, Krakow, Milano )
Requested 1 extra MD1/2 for Beijing

Put 1 PCIe40 in MiniDAQ2 server

Mark

SCiFi
1 SOL40 +

3(+9) TELL40
Server ok

1+3 done
Then +9 after
acceptance

2 MiniDAQ2
(Paris, CERN)

1 extra MiniDAQ2 for FE tester

Snow/Daniel/
Mauricio

CALO 1 MiniDAQ2 - 1 MiniDAQ2 in Paris
Requested 1 more (19/06/2019) Frederic

MUON 1
Server ok done 1 MiniDAQ2 (Rome)

PCIe40 in commissioning rack Wander

Online 10 (oo 22) Until
acceptance

PCIe40 resources distribution
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Milestones per subdetector
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Milestones per subdetector
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Reminder: satisfy needs of beam/background and online luminosity monitoring
àWorkshop on 7 June: https://indico.cern.ch/event/824952/

• Summary at last LHCb week: few interesting proposals were shown

à Since then, set out a lightweight strategy to review proposals:
• Write up a specification document (LHCb-INT-2019-xx). Out ~next week.
• Use the template for opportunistic experiments at LHCb

https://edms.cern.ch/ui/#!master/navigator/document?D:100350541:100350541:subDocs
o Ask proponents to fill up document (ongoing)

• Present the findings to the TB (maybe October already?)
o Heinrich Schindler and F.A.

à RMS and Quartz Counters under way.
ü More proposals are welcome and encouraged! Don’t be shy!

à BCM consolidation also under way (see Martin’s presentation)

Online luminosity and beam monitoring

https://indico.cern.ch/event/824952/
https://edms.cern.ch/ui/#!master/navigator/document?D:100350541:100350541:subDocs
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LHCb feedback I

62

LHCb highly appreciated the work of the Run 3 machine configuration WG
• High quality output that made us confident in reaching our goals in Run3
• Many of LHCb’s requests were taken in consideration

o LHCb thanks the LHC colleagues for this.

LHCb supports the statement of “exploiting Run3 not only for performance
but also as a full scale demonstrator of the HL-LHC …”

o But at the same time aiming for a high performance reach in Run3
o LHCb will collect whatever amount of luminosity will be given to…

ü Your “reach” is our “reach” (or maybe our goal…? J)

Few topics still under discussions
• Leveling in 2021
• Type of filling scheme
• Vertical crossing angle
• Luminous region evolutions/variations
• Energy



LHCb Upgrade Status, 01/10/2019 F. Alessio, CERN

LHCb feedback II

63

Leveling in 2021
o OK not to be able to fully level at 2x1033 for most of the year

Type of filling scheme
• LHC strongly prefers pure BCMS filling scheme

o Anything else will result in a loss of colliding bunches
• However, if needed, LHCb accepts to go for a mixed scheme

o Keep µ homogeneous across bunchesà level to average pileup.

Vertical crossing angle instead of horizontal crossing angle
• Request still stands: PPWG still worried about the effect that difference between

+ vs – magnet polarity (LHCb-PUB-2019-001)
o Much more evident effect at higher luminosity than in Run2
o Can help with leveling to keep LHCb leveled throughout full fill
o Can help with luminous region sizes (wrt to + polarity)

• We understand this needs work/investigation
o Willing to sacrifice (some) time in 2021 to allow LHC to commission and try

out such solution during the recommissioning phase to be tried in 2021
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Luminous region evolution/variation
• Studies from PPWG still ongoing: no conclusive results yet
• Evolution during the fill does not seem to be considered an issue
• Still studying if luminous region size <37mm can be a problem

o Currently, there is indication that this is a problem that can be dealt with
o Major issue is the asymmetry + vs – polarities in PV mis-association

à more studies ongoing and to be presented

Energy
• LHC neutral with respect to energy value for Run 3

o 7 TeV (globally) less of an impact for LHCb
o Some additional physics can profit from 7 TeV, but collecting statistics has

higher priority
• We support the idea of trying to train magnets in 2021

o Willing to sacrifice time in 2021 to allow LHC to try to reach 7 TeV
o Request not to spend sizeable amount of time in 2022(or 2023)
o LHCb can use this extra time to complete new detectors commissioning
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On the path to preparing Run3

Many options on the table, that needs discussion, addressing and active proposals:
• What value of µ do we want to run at in 2022/2023?
• What value of µ is it desirable to run at for the EM(TF) in 2021?

o Is it acceptable to run at a changing µ ? Or shall we choose two values and
level the fill at two values of luminosities (two blocks).

o What is the maximum acceptable value of µ before we can horribly degrade
our basic reconstruction performance?

• What battles do we pick and do we choose them? (i.e. we can’t fight them all…)
o Fill length won’t seem to be an issue thanks to higher protons-per-bunch
o V xing angle still on the table, can help with asymmetries and variations
o Bunch-by-bunch must be measured, is it impacting us? If so, by how much?
o Mixed scheme gives us ~10% less colliding bunches

à this may hurt but better than not taking data...

à Input from all experts is paramount
• EMTF + commissioning needs your input!
• Especially when we will get beams again...
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Small guide for intepreting LHC messages
i.e. how to get Run3 running conditions right

Fill length will be
~10-15h in Run3!Cannot level at 2x1033

cm-2 s-1 for full fill until
end of 2021 and ok in

2022-2023

We may have to face
lower # of colliding

bunches and we won’t
know until we get to

~full machine
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Small guide for intepreting LHC messages
i.e. how to get Run3 running conditions right

V xing angle still on the table but needs to wait until 2021 – cannot sign off yet

Running conditions may evolve significantly over the course of a fill and
if we don’t monitor it we won’t be able to negotiate changes
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(yet another) red flag: from the LHC
(probably this slide doesn’t have enough red on it...)

LHC mostly concerned
with variations in luminous
region and bunch-by-
bunch lumi (pileup)
à Leveling for

ATLAS/CMS
à Follow-up needed and

feedback appreciated
à Must measure bunch-

by-bunch to monitor the
effect
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Last LHCb
Week

Online luminosity and operation

This impacts everything!
à operations, monitoring of running conditions,
offline analysis, data taking, relation with LHC!


