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@ OUTLINE

* The SuperCDMS Collaboration

* SuperCDMS SNOLAB overviews

— The Super Cryogenic Dark Matter Search
experiment at SNOLAB

— Offline computing
— Analysis tools

* Looking forward to the data
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THE SUPERCDMS COLLABORATION
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X CONCEPT FOR SUPERCDMS SNOLAB

e SuperCDMS SNOLAB is a G2
experiment for direct detection of
Dark Matter (WIMP)

e Two possible places where to look
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Ge and Si solid state
detectors at cryogenic
temperatures (~¥15mK)
shielded against cosmic
and environmental
radiation

Two types of detectors, HV
and iZIP, optimized
respectively for sensitivity
to small signals from low
mass DM, and background
rejection from electron
recoil and surface events
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E SUPERCDMS SNOLAB EXPERIMENT

* Experimental setup at SNOLAB

— Construction started, data taking
expected to start in 2021

* |Initial payload: 4 towers, each
containing 6 detectors
— Full payload: 31 towers

* 5 years science mission

Multi-Layer Shields .
o Dilution
E-Tank - rharh Refrigerator
i3 .

ad | ‘h NATIONAL
C. Cartaro =h T, e

LABORATORY



uper

X E SUPERCDMS SNOLAB EXPERIMENT

* Experimental setup at SNOLAB

— Construction started, data taking
expected to start in 2021
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Principles for our offline computing

Application based for maximum automation

Distributed to maximize resource utilization

Modular for robustness

Scalable to the Petabyte

Reuse existing tools and applications whenever possible

A tiered organization to leverage the resources
of the collaborating institutions

Tier 0, SNOLAB, will not hold the data on the long term
Tier 1, SLAC and FNAL, host a complete copy of all

OFFLINE COMPUTING

Tier 0 SNOLAB o
Tier 1 SLAC| —> | FNAL EE
Sla

‘%More site-to-site connectioN
Tier2 | | A&M | $<—>| SUF | <—2| Toronto
Tier 3 UMN || UCB | | SMU | | QUEEN’S

Except for the Tier 1’s, this layout of the
institutions’ roles is just an example

CERN experiments use a slightly different
definition for the Tier levels

data (real and simulated) and are primary distribution source of data

SLAC also supports data processing, data analysis, user accounts, and disk space

Tier 2: host a (partial) copy of the data, support either data processing, simulation, or

data analysis depending on their capacity.
Tier 3: opportunistic resources, support for local groups

C. Cartaro
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DATA PATH
| - | ¢ Raw datais exported from

! (e SNOLAB to SLAC and FNAL
: ‘ for long term storage
Prompt processing will take
\E : T'LI CE e O e :/ Csk(ncach,,,ndta,,,mg,(Hpss) place at the SL AF b atch
T - farm through existing
o ; allocation
p Ticr2 * Large scale Monte Carlo
- E:L’.:‘:;.ziz] production and data
] | ) reprocessing will take place
Data sources Storage, (Re)Processing, and Offline DBs Stora'ge at data centers that the
“Tier 3 stes not represented collaboration has access to
and take advantage of the
The raw data is in MIDAS format, grid where possible

the processed data is in ROOT format
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@ DATA VOLUME AND BANDWIDTH

Raw data volume estimates:

— 64-103 TB/year:
* Low/High noise scenario, compressed
» gzip/bzip2 gives us a factor 2 reduction

— Dominated by noise traces for hybrid optimal filter

Network link from underground to the Surface:

— 10 Gb/s

Network link from SNOLAB to Canadian Research Network:

— 1 Gb/s (= 3.75 PB/year)
— Shared by all SNOLAB experiments
— Upgrade to 10Gb/s foreseen in ~2020

C. Cartaro

Total MC+Data volume estimate:
104-250 TB/year (low/high
noise, compressed)




Road Runner Image: https://www.wbkidsgo.com/looneytunes/roadrunner

BANDWIDTH TESTS

* From SNOLAB to SLAC single rsync

— Our data volume is ~4TB/week

R N DN
o1 O O

— Single rsync stream uses ~15% of
bandwidth with peaks at 20%

* Use bbcp (multi stream) if needed

— SNOLAB Disk buffer

e ~3 week disk buffer in case of network i %
outages or slow network

=
o

% of 1Gb (SNOLAB bandwidth)

Time (PST)

27 GB of data from TAMU to SLAC

* The DAQ will have disk space underground (single stream):
in case of outages to the network link to the *  rsync: ¥32 MB/sec
surface bbcp: ~38 MB/sec
globus online/connect: ~70 MB/sec
i Data tranSfer between SLAC and 81 GB in 3 streams of 27 GB each
. * GO: ~150 MB/sec
Texas A&M regularly ongoing for 5 streams of 27 GB each:
. . . *  rsync: ~106MB/sec (individually topped off at
simulation production ~22 MB/sec)
. *  bbcp: ~169 MB/sec (individually topped off at
— Globus Connect python interface ~33 MB/sec)
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CPU NEEDS

* Prompt processing for SNOLAB data at SLAC:

— ~100 cores needed (our current allocation is almost a factor 2 higher,
plus opportunistic use of idle CPUs)

e Single MC event:
— 4 CPU s/eV energy deposit in an iZIP, about 10 CPU s/eV in an HV or
CDMSlite detector Vs. 17s for a data event
* Data re-processing and large-scale MC production:
— Need a lot of CPU to finish in a timely fashion
— Run through existing allocations and opportunistically wherever we can

— At SLAC, during a reprocessing effort it is possible to shift CPU
resources from the larger experiments for a limited amount of time

— Significant resources at Texas A&M routinely used for SuperCDMS
Soudan MC production

C. Cartaro




@PROCESSING AND BOOKKEEPING AT SLAC

Batch jobs scheduled through

a workflow engine, the

(Fermi-GLAST) Pipeline, for

data processing

— Automated bookkeeping,
roll-back of failed jobs

File bookkeeping through
Data Catalog

— Multiple locations

— Download tool

— Metadata search

— Python API

Question

— Long time support?

CDMS Data Catalog - CDMS Data « X | +

€« cC o a

@ srsslacstanford

70% e O Ty Search -

<

N = @ » =

Tools
Version: 1.13-GNAPSHOT
User: cartaro . (Switch|Logout) | Jira
Da ta ‘ ata'og Project: CDMS | CTA | EXO | SID | LSST-CAMERA | LSST-DESC | LSST-DM | SLAC-PAC-LSST | SRS | SSRL
Mode: [ Prod | Dev | Test ]
View: [ Tree . Dats Typss . Fils Formats . Massagss . Admin . Problams ]
il CDMS
pra— Folder /CDMS/TRIUMF/R4/Raw/21190323_0033
. CTA
& DetvC Dataset 21190323_0033_F0170.mid.gz version 0
B DetMC_data Standard Data
= HPS
_ Name Value
mLC Created (UTC):
il LSST-DESC Run Min:

il SpecialistSets

demo

nm

C. Cartaro

oe
midas
Type CDMSMIDAS
Source: RESTFUL_APT_vD.2
Task:
Links Download History
Meta-data
Name ~ Value Type
Commaeni tEnd  For tasting pipeline  STRING
Commen tStart Dats challenge dats  STRING
Facility TRIUMF STRING
nDataTyps -1 NUMBER
nDump 170 NUMBER
nEvAll 432 NUMBER
REVBORR 0 NUMBER
NEVEORTS 0 NUMBER
nEVEORR 0 NUMBER
REVECRTS 0 NUMBER
nFridgeRun 4 NUMBER
nlslunk 0 NUMBER
Series 21150323_0033 STRING
Location

Site . Status
sLAC

SNOLAB UNSCANNED

Checked (UTC) Location

oK 05-Jun-2019 /nfs/slac/ g/suparcdms/data/COMS/TRIUMF/R4/Raw/21150323_0033
15:38:56 /21190323_0033_F0170.mid.gz

/data/published/CDMS/TRIUMF/R4/Raw/21190323_0033/21190323_0033_F0170.mid.gz
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The SuperCDMS software is based on
few large software packages
(CDMSBATS, CDMSTOOLS, SuperSim,
DMC) with loose compilation or runtime
dependencies

Main packages are in C++ and/or Python3

A private GitBlit repository is used for
version control

Installed at the Stanford Underground Facility
cluster

Considering migration to GitLab

Software Release Builder implemented
for reproducibility and for package
compatibility

Continuous Integration software: Jenkins

Jenkins, Pipeline, and Data Catalog are
all interfaced together (CDMS Portal)

Code distribution: CVMFS at FNAL

‘B Complnfrastructure/ReleaseBu X +

[N ]

@ titus stanford.edu:3080/git

Complnfrastructure ; ReleaseBuilder

summary commits tree docs forks compare

history | zip | gz

Michael Kelsey
2018-12-20  08162ad17e26c909a17a2f5d0c48a170c8bb47al
[Complnfrastructure/ReleaseBuilder git]

scripts

CDMSGREL-15 : Initial public release for validation and further development.

commit

~

* star

tree | history | zip | gz

CDMS
Portal

Tools

* Portal

* Pipeline

# Data Catalog

* Group Manager
+ Nightly Tests

* eTraveler Portal

C. Cartaro

README 2KB  -rw-r——r—— view | raw | blame | history
analysis-tags 75b rw-r view | raw | blame | history
buildRelease 3 KB WXI-XE-X view | raw | blame | history
dag-tags 0b  -rw-r--r— view | raw | blame | history
matlab-tags 78b  -rw-r--r— view | raw | blame | history
- )
J" CDMS Portal ® U4
€ | (O srsslacstanford.edu/?experiment=CDMS c T B 3 A © & 85 » B - =

New team members sign up using the New User Signup Form

Version: 1.8-SNAPSHOT

User: cartaroc . (Switch|Logout)
Project: CDMS | CTA | SiD | HPS | LSST-DM | SLAC-PAC-LSST | SRS | SSAL
Portal | Admin
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SIMULATION

Use the Geant4 toolkit, and

custom Condensed Matter 6 Geantd
Physics tools (G4CMP) to el o
simulate the detector Source Simulation

(SourceSim)

l

Detector Simulation
(DetectorSim)

Goal: All the steps needed
to fully simulate

detector/readout response
to create events in Raw data

format

Reconstruction
(CDMSBats)

Process events using the
standard Reconstruction
tools

C. Cartaro
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The Software Release environment is
going to be embedded in a
SuperCDMS singularity image

The Software Release itself is
independent from the image

The image, preconfigured with the
existing SuperCDMS environment, is
available for data analysis through the
SLAC Jupyter Hub

Python3 is the primary analysis
language and we’re looking at pandas
DataFrame objects for the default
data representation

Tutorials and documentation
available

Oweekly 2019_08
Oweekly 2019_07
ORelease 17.0rc2

Cryo-EM Ci

QcryoSPARC v2.5.(

C. Cartaro
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’ 'Jupyter Home  Token

Spawner Options

SuperCDMS Images

OCDMS Jupyterlab Image - v 0.1.0
OCDMS Jupyterlab Image - v 0.1.0 beta

SLAC Machine Learning Images

(OSLAC JupyterLab Image (GPU) v20190302.1
(OSLAC JupyterLab Image (GPU) v20190228.1
OSLAC JupyterLab Image (GPU) v20190106.0

LSST Isstsqre/sciplat-lab Images

updated at Wed Feb 27 23:12:09 2019 UTC

aQ M animal_ci mint
LY D
R
¥R
O
@ setup.p mint,

® & https://jjupyterslacstanfor

JUPYTERHUB @ SLAC FOR AALYSIS

Welcome to SuperCDMS JupyterHub!

Dec, 2018

Lise Wills, University of Montreal (lizz.wills@gmail.com)

This notebook will hopefully get you up to speed on:

o How all of this actually relates to us taking data!

No biggie

Tutorial 1: IVCurves, and calculating TC
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ACCELERATOR
LABORATORY




A LOOK AHEAD

* Always keep an eye on infrastructure and tools

— Long term support of applications developed/maintained outside of the
collaboration (Pipeline and DataCat, GlobusConnect) are not guaranteed

— GEANT 4 expertise is quickly disappearing

— Expert computing and software manpower is generally insufficient
» Also difficult to face national labs infrastructure changes when they happen

— JupyterHub at SLAC is only in beta and we’re definitely testing its limits
* Onthe bright side, even if the data taking will start in 2021, several test

facilities are already operating, and we have most of the infrastructure that we
need in order to manage their data (in most cases it is perfectly good DM data)

— IMPACT@TUNL (neutron beam, HVeV detectors), NEXUS at FNAL ( HVeV, HV), CUTE
at SNOLAB (Detector characterization, HV, iZIP)
* Looking forward to exciting new science and hopefully to new
possibilities for computing to support that science!
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