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JUNO Experlment

- Calibration
ot B :&' Aﬂ:’. o Top Tracker (TT)
o Huizhou NPP.
Shen Zhen -
Jangmen €3 ey Lot NP
Kaiping' Jmtr.:m;m QJL%&?F _—
JUNO@ s53km ‘,_ 4%
53 km ?mn Location: Jiangmen, China Central detector (CD)
ﬁﬂ""ﬂrﬂﬁ"" : Status: Under Construction Acrylic sphere+
20kt Liquid Scin.+
10P Publishing Journal of Physics G: Nuclear and Particle Physics ~18’OOO 20” PMT+
J. Phys. G: Nucl. Part. Phys. 43 (2016) 030401 (188pp) doi:10.1088 /0954-3899/43/3,/030401 ~25’000 3” PMT
Technical Report
Neutrino thSiCS with JUNO Water Cherenkov (WP)
B Reactor Neutrinos (= Mass hierarchy) ~2,000 20" PMT

B Supernova Neutrinos
B Geo-neutrinos, Solar Neutrinos etc

J. Phys. G: Nucl. Part. Phys. 43 (2016) 030401
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'_ Light yield: ~10k photons/MeV
Energy resolution: 3% @ 1MeVv

D435 m
AS: Acrylic sphere;
SSLS: stainless steel latticed shell
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JUNO offline data processing

e Detector simulation Generator & Detector Simulation

* Neutrino signals
* Cosmic ray muons
* Radioactivity

&

Electronics Simulation

ADU Gcu 100m cable out-nf-water
Anaslog to Divtal Contral {data, Lv,dock)
Dvgital Linat Uit
LCuU
Limk Cantral

32 channels

. . . 4 Hamamatsu
* Electronics simulation B W s K"E?é’fi%’;;”"l
e Effects of PMTs & electronics ~—— T TTTTTTTTTTTTTTTTTTTTTT
e FADC @ 1 GHz Point-like .
@ @ | Energy/Vertex PMT h’ts. e
« Waveform reconstruction ol | eness (CRATEE/HIme o=
— L —
 Event reconstruction Tracking | e ;. jkw,_..x y
. . . Direction/Track LAY bl i
Point-like (CD) Length R SR o s

* Tracking (CD, WP, TT)
Event Reconstruction
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Waveform Reconstruction
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JUNO offline software
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* Developed since 2012.

Generator Calibration Analysis Database Root I/0
Data Model | | | Simulation | | | Reconstruction Detector | | | Event Display
v y Y y l Y Y
SNIPER
ROOT CLHEP GCCXML Geantd | | .

Lightweight & compact: less dependencies & portable

SNIPER Framework is adopt.
15 External Libraries and Tools are used.

External Libraries

&

* Software Development Environment
 Language: C++ and Python 2 (Boost Python)
e  OS: Scientific Linux 6 & 7
e  Framework: SNIiPER
 Simulation: Geant4 10.4
e  Others: XercesC, CLHEP, HepMC
 Software management: CMT & SVN
* Installation Tool: junoenv (bash)

e ~10 versions have been released.

 Deployed using junoenv at IHEP, CNAF,
IN2P3 etc.
e Also available in cvmfs.

Status of JUNO simulation software 5
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SNIiPER framework

Software for Non-collider Physics Experiments

0 NN
S i
T - ’
AN e
TIiRaRes

User’'s Application Layer

No need to care set data e emo No need to care
where the data alculatio where the data
comes from put re back tc will go
= O
- N
| -

Prepare daN featuresaiuch as P/Co [ = e
be processed EEOMPLY -- results
SNIPER

Core Software Layer E:) I/O: disk, DB, network, grid...

Python Ul Layer run a batch job or interactively debug a module

Figure 1: An overview of SNiPER

Link: https://github.com/SNiPER-Framework/sniper
Used by JUNO, nEXO, LHAASO (cosmic ray)

&

= What can be reused from serial version

Task
a /O services ) T
Input Sve  Output Svc
a Algorithms and other services in a Task
= What's new with MT-SNIPER finput \ |Eofultpm
fil iles
a  Global I/O Stream and Global Buffer =

o Specialized 1/O services to access the Global Buffer in Worker Task(s)
o Configure multiple Task instances for I/O and Worker of MT-SNIiPER

(T

I Global Global Buffer / Muster Threads - —}

I | [Joi 2= | Input St Special /O Svc |
A Rk @ I Worker Task I I-JI

|

1
Input Sve - Special /0 Svc 1
,_’ Event 2 ; ° { | Worker Task | I- 1
- Special I/O Svc [ B JI
Event 3 1 | Worker Task !

Special /O Svc [

1

1
Output Sve /. More e ; I More == | I""
]
Global / Multiple Tasks Scheduler
[ Output Task | IOutputStream. ) \_ OofMT-SNPER _/

Intel TBB based MT-SNIPER is available in 2018.
Support time correlation analysis.

Status of JUNO simulation software 6


https://github.com/SNiPER-Framework/sniper

e YRAEUH R MR A
\gf;}/ Institute of High Energy Physics

Chinese Academy of Sciences

Simulation software

DetSim Hits ElecSim Pulses
MCTruth ElecSimTruth

——— e e o mm mm mm Em Em Em o e e e e e e Em e e e = = = ey

PMT simulation

Generator Generator interface
Elec. simulation CD
Geometry & SD
(CD,WPRTT) Trigger simulation WP

1T

Physics processes DAQ simulation

Background mixing

Optical model of LS/PMT

Detector simulation Electronics simulation

Geant4 9.4 released in 2012.

Geant4 (changed from 9.4 to 10.4) _ _ _
* Geantd 10 support parallelized simulation.
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* Separation of Header and Event, for  Compatible between MC and real raw
lazy loading. data in the later reconstruction.
 ElecHeader/ElecEvent are for both MC
Physics HepMC
G and real data.
enerator
: * ElecTruthHeader/ElectTruthEvent are
Detector simHeader only available for MC data
Simulation SimEvent y y
LPMT
SimTrack ElecEvent
Elec
SImMPMTHit Header SPMT
SImTTHit Event ElecEvent
E.Iectror?ics ElecHeader Navigator LPMT
Simulation ElecEvent ElecTruth ElecTruth
ElecTruthHeader kigades SPMT
ElecTruthEvent ElecTruth

Status of JUNO simulation software 8
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Unified Geometry

* Event data and geometry are saved in the
same file to keep the consistency between
simulation and reconstruction.

[ Textfile | Current Geometry
! Management Scheme
Geant4
Detector
Construction S :
/ COMmCTIe /5““~~ Root Geometry |
Interface Service

Geantd ROOT Geo
Simulation (Object) file
Simulation / \} ‘ Recon- o  Event .
I . Anal
/ Data file / struction Caliration Display ——

Status of JUNO simulation software

Optical photon Track
Track 55 Interval 9
Startin(-14.4,8.6,5.65)
Endin (-14.72,-4.69,8.63)
Type: Fresnel refraction

[

F

Unity based event display
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Detector Simulation Framework

Geant4

Detector
Construction

DetSim Core

G4RunManager

DetSimFactory

<l

SN1iPER

ToolBase

AlgBase

<l

G4SvcRunManager

ROOTIO

Buffer
Manager

IDetElement

DetSimAlg
IAnalysisEleme

nt

DataModel

Writer

T

Integration of SNiPER & Geant4 (9.x & 10.x).

Status of JUNO simulation software

Global Task Worker Task
Master SimAlg
RunMgrSvc \L
Slave
RunMgrSve
Master g 9 RUNM
RunMgr aveRunMegr
1
Detector Event
| | Construction Actions

Geant4 user classes

noi/o

—e—i/o /tmp

i/o /junofs vff:/k/

4 8

12 16 20 24
number of threads

Support TBB-based multi-threading with Geant4 (10.x).
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Validation of Geant4 update

*g‘/{}/ ‘tngr ﬁte of ﬁJ{ igh fjérgy Ph ;;(;{

A lot of work had been done to validate the update. Now, it is ready for use.

dE/dx

e Samples
° + - ~
€+, & gamma(O 1OMeV) An example: 20,000 e- @(0, O, 0).
e alpha, proton, neutron Red line is G4 9.4,
* high energy particles(0~500MeV) AT G021
o Distributions I R S ‘mﬂwfz'ﬂmﬁ‘w\‘ﬁ' ' Hmﬂﬂgn totalpe distribution
» dE/dx, Energy deposit, TotalPE, ...... o
° Neutron Ca pture visible energy deposited ?22
 Offline software releases o

120
100
80
60
40
20

T

e J18v1r99-Prel (Geant4.9.4.p04)
e J18v2rl-Pred (Geant4.10.4.p02)

40

Lt bt o icimien |

Geometry and optical parameters keep the
same during the validation of Geant4 update

"\\\I‘\I\I‘I\I\‘I\\ TSI R
1100 1150 1200 1250 1300 1350 1400 1450

(51
o
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Electronics and Digitization Simulation

Trigger Buffer Pulse Buffer Hit Buffer Event Buffer +

“PULL" workflow (data-driven)

e Starts from ReadoutAlg.

e Using SNIiPER’s Task+Incident to call
TriggerSimAlg when buffer is empty.

SIUDAD Ysnd

e, 2 Event Buffer i I/Om
Handle event mixing and event splitting WmngA,g
gracefully.

BKG files

* Such as IBD events (prompt and delay Irigger buffer it it it
SignaIS) Pulse buffer T :TTT%T:I :mﬁ : T T Signal
Hit buffer 'Tm T I TTTT i 'mTﬁT ! T TBackground
* Each part is designed and implemented Event bufer I S S SN
as a module.
. . python tut_detzel.ec.py \ ' 1 » BD
e All the simulation of sub-detectors are “Tineut IBD:bAL. oot A <:
. put U:u.root \>_
done in the same software. “Trate I8D:i1.0 \ U

Status of JUNO simulation software 12
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MC Data validation and production

O Release
Coordinator Bug_fix w Proposal: chains to test
i O > Trunk
ﬁ ® 3 chains to compare the outputs of:
i —> w O Q » Branch (1) DetSim — “Calib” converter — Vtx+Ene rec (the ‘old’ way)
@) Releas.e (2) DetSim — ElecSim in deterministic mode (no evt mixing)
Pre-Release 3 (production) — Waveform rec = Vtx+Ene rec (the ‘new’ way)
i (candidate) l . » . N
Pre-Release > no evt mixing, so that each simulated event is digitized I-to-] and
1/2 Data production can be inspected before and after ElecSim
j Physics validation > (3) DetSim — ElecSim with evt mixing — Waveform rec — Vtx
> +Ene rec (the ‘new’ way)

Integration test
® with evt mixing, so that each simulated event is overlapped with

bkgs as it happens in real life.
* “JunoTest Production” supports both validation and production. ® Bkgs = simulate natural **%U + overlap Dark Noise at 50 KHz?

 “inifile” is used for configuration.

Validation Ini Production.int Full chains of simulation and reconstruction are ready.
[Chain] [Chain]

seed =42 seed =42

evtmax = 500 evtmax = 1000

njobs=1 njobs =100

tags = e+_0.0MeV e+_1.398MeV tags = e+_0.0MeV e+_1.398MeV
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Challenges of muon simulation

Entries

|(]|:E T T T TT7TT T T T TTTT T T T TITTT T T TTTTT [T T rr T T LIN]G'L‘I.'\'J L
t o 00Gey ] Optimizations:
LOr - - . . . .
; l: —25GeV 3 = Use special object for muon simulation.
: ] — Merge generated hits in 1 ns time window.
10° | 210k =
g € ] & '
[ o F ] IPE 1,574,201
e Average: 215GeV B ﬁ‘ ] .
F L I i [ =1 PE 13952473
- Hﬂ ” 10° 3 )
10 g I E E =1 PE (merge)
5 : ] 0* 2,514,850
13 : 5
} | | | _ £ F
][} 11 b1l 11 111l - [ ||||||3 1 ]{]I —q{] ][K] lq{] 2{]{] Ijq[} 1 I'.‘,{][} .-E ;
: 10 lincrj__LE‘Cm".-’ 10 10° Full Simulation Time/min 10° E
ok
Light yield: 10*/MeV, dE/dx: ~2 MeV/cm, Track length: 35.5 m L
= Deposit 7 GeV. : | |
][} 1 1 1 11 111 1 11 1 1111

—> Generated 70 Million photons. 1 10 bk perhic 10 10’
Both CPU and I/O consuming.

Status of JUNO simulation software 14
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Solutions and Plans

(1) Fast simulation: voxel method, Plans: Unified deferred optical propagation
implemented in both CPU/GPU version 1 Different OP simulators |
mion Physics Photon generation and | ! I
Generator . ' I Opticks GAN :
U Propagation offload | !
vertex LS Lo :
.,.“13 Detector GenSteps” interfaces >i E Geantd MVT}(.'eId E
R PMT Simulation  [€ vreal i €tho :
. “ll llllllllllllllllll ’. Its I ----------------------------
center @ Optical photon simulation | . M| ML
Pre-generated histograms for nPE and hit time. Electronics is the most important but |
Simulation ; ; |
(2) Opticks: GPU based full simulation. JUNO simulation time consuming part. g GPU EPGA
software |

The key idea is to offload the photon generation and propagation.
* Speedup: using different accelerators (GPU/FPGA/ML).
* Memory: reducing the memory usage in the CPU side, e.g. muon &

Huge CPU Memory+Time Expense

- proton decay.

~99% CPU time, memory constraints

Rav-G

o One of the important features is to defer the OP simulation until we are

Optical photons : naturall;
® produced by Cerenkov

P interested in the events.
Status of JUNO simulation software 15
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Conclusions & Outlook

* JUNO simulation software was developed since 2012.
* Detector simulation framework integrates SNiPER and Geant4.
* Electronics simulation supports “PULL” workflow, allows hit level mixing.

* The full data processing chain and data production is ready.
* O(100) TB data are produced.

* The challenge is the muon simulation, which produces ten millions of
photons.
* Working on both fast simulation and full simulation.
* A unified deferred optical propagation is under design.

Thank youl!
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