ety I ey U
FadE d 40 "BTMYaplvCES
X Eulc9 - 1} 1 k)d:
1Yc7"~ > cCa) 0 ) ¢

/1Th = X c O X

G=0' . ( JuUs CRI(

o L u ) & .
v Pacific . 8.5
: ee q Northwest K \ c! s K 7 < 2 P +

b - NATIONAL LABORATORY == y < . y
. @A D~ Pz@
k;nihW i E"r

#P= G = ; Ca {
) a q RU ) b®

1)~S ~Bll cCjl
) vV % h /‘7( A [,.
B ? KkK™0 |ul ‘ b
< w " (X361 ax voO o
2V FH W g @ g '?)FQ,«' 6 B .‘
dvs ny ¢
3 . PU s \ tR "o ® =0
aé 2 - S @39
! op h 1 Z)V'N'nvwr/' ¥ Ccmo ‘.é';;.‘
R ES i - - e 5 2
ufl 1 10 </UPUYGAIF JauRt
: Automated distributed o 28 < rBcarr Jam e P
' 0 . . 4 BAFS* @ Oe V1 7 D@V LN
:C[ t f P t 8 . © }f V N }E @ 5 a X
5 computing for Projec T et AR
: )‘ 1 & % 2500 )y ¥ d s N# AK ¥
f C ) Su 3
O A ( v $Id wx P! ~1XVv~¢g o' = v O . !qH } §a : :
= 2 L 2 - L AR
1 . October 28, 2019 s R B:®:® 19 Ry |
d d 4 . 6‘ 1 E"B;' 3A Y Vi Ok . .
R:g D r UvAg8Ir@®
Malachi Schram @ @ Us2Z 1 D SK CX/ekvB ! (>w AR<YT7 iMKkste @ ®
I/|~XI ] - @ . "n ‘[‘ ?( ] h .'g‘;“ . .:
on the behalf of the Project 8 collaboration 2 - \ e’ [?K a9 20
PNNL Data Science Architectures and Ai Team Lead 4 i D= hEm}’ nQ WoES O @
[ ® . w .’J de. * Y8 g
qe ik n%:" Y, Y q
fAS(D2d- {8 n; rPh m|iMnpu3N ) f <" USMu $V :
y Fw "% jc "80SDEST) QQJ.?b B iAA Z
- U.S. DEPARTMENT OF ;f I . . l~]ryc; SW= ;a'bj?, ‘<a[] ‘ a V\h
ENERGY BATTELLE ¥ ps ng 1 2-80.(H #+2] bBu z.vQ\ ‘e
PNNL is operated by Battelle for the U.S. Department of Energy 3 M1 V T p 2 g:R \ g{;%;:}MG S B C ; N 21 ,]g X ] 0
Q) 1 < Q) Vv .
, + KE .c:0% A : WDhXa5~g! 'I[}w” ®
8 <CGI 8 t (R6jcY~+)e]T81 W t T
D e >uut.7c1 MeTeEifl iVemwGtarvilEs W) - B



FadE

o

Pacific

Nortwest  Project 8 high-level overview

NATIONAL LABORATORY

* The goal of the Project 8 experiment is to measure the absolute neutrino mass using tritium
beta decays. The approach taken by the Project 8 collaboration is to make this measurement
using a new method of electron spectroscopy, Cyclotron Radiation Emission Spectroscopy

Cyclotron Radiation Emission Spectroscopy Tritium B-decay electron endpoint
(measure frequency of radiation from magnetically trapped electrons)
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* The current data rates are modest, however, they are expected to increase significantly in the
later experimental phase:

* Phase | & Il (now): ~0.5PB
= Phase lll (FY2021): 10-20PB
* Phase IV (FY2025-2030): Potentially ExaBytes without triggering and data reduction

* Processed data is currently distributed to a select number of sites.
« Research for reducing the anticipated data volume is ongoing

» Close coordination between online and offline computing will be critical in the later phases of
the experiment.
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Northwest  Designing a flexible Infrastructure

« The core computing services are hosted and managed at the Pacific Northwest National
Laboratory (PNNL) using Kubernetes.
» Individual containers are used to instantiate DIRAC services, agent, and databases and
other core grid services.
* Docker containers are also used to build new instances of the development and
production environment.
« This provides maximal flexibility and satisfies the collaborations specific OS and
libraries requirements.
* Production containers are then converted to a Singularity image. Computation jobs
are performed on the PNNL HPC cluster using a dedicated DIRAC agent mapped to
the desired singularity image.

& GitHub

&
| docker
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* Project 8 has adopted DIRAC (Distributed Infrastructure with Remote Agent Control)
INTERWARE as it's distributed computing workflow because it provides a complete solution

and includes automation features.
* These automated features are critical for smaller scale experiments such as Project 8.

* The raw data is produced at the University of Washington and transferred to PNNL using a
dedicated DIRAC agent.

* The files are registered to the DIRAC File Catalog with well defined metadata in order to
trigger the raw data processing workflow. Once a data production run is finished, all raw
processed files are automatically merged and analyzed.

AUTOMATED USING

TS DIRAC \
[ I [ [
I:> Compute Cluster Compute Cluster Compute Cluster Results/Plots J

Processed Data Merged

e —
RAW Data
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NATIONAL LABORATORY

* The majority of the computing used by the production system has been to process and
analyze the data.

= Over 650,000 jobs have already been executed
= Nearly 2PB of data have been moved.

* We expect an increase in computational usage in order to preform simulation studies for
phase lll and beyond.

« We are currently re-evaluating the offline computing in preparation for phase |l

Cumulative Jobs by Site Transfered data by OperationType
R Rl of 2019 , 94 Weeks from Week 52 of 2017 to Week 41 of 2019

Max: 1.59, Min: 0.06, Average: 0.88, Current: 1.59

Max: 657, Min: 1.88, Average: 262, Current: 657
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