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EM working group meeting Fri. 12/07/2019

• Status       as of

Conceptual Design Reports 

just published and 

recent  24-28 June FCC-week with

examples where Geant4 was used

• Needs
Strategy meeting Granada :

likely that FCC-ee comes first
EM particularly important

Main links, ref :           FCC
FCC-ee: The Lepton Collider       doi:10.1140/epjst/e2019-900045-4
FCC-hh: The Hadron Collider     doi:10.1140/epjst/e2019-900087-0

https://indico.cern.ch/event/825436/
https://indico.cern.ch/event/727555/
https://home.cern/science/accelerators/future-circular-collider
https://link.springer.com/article/10.1140/epjst/e2019-900045-4
https://link.springer.com/article/10.1140/epjst/e2019-900087-0


Improvements done, triggered by FCC
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Strategy  :           avoid  “reinventing the wheel”

use existing tools like in particular Geant4,  improve and interface where needed

with potentially wide application

Synchrotron radiation, generalisation to all long lived charged particles in G4SynchrotronRadiation.cc

and TestEm16 update with example for protons, run01_prot.mac                                             7/2014

Problem 1921, Bugzilla    from 7 digits to full double :    /control/useDoublePrecision          11/2016

Problem 1931, Bugzilla    Torus geometry fix                                                                            1/2017

ROOT-8844                       Loss of precision in GDML  Export                                                5/2018
field-V10-05-01   correcting transformation to local system in G4QuadrupoleMagField.cc     4/2019

On accelerator side :

Main tool   :   machine description in MAD-X

Enhanced by  ( MDISim interface )     generating automatically input files for GEANT4

• machine lattice - geometry export     in gdml or root format

• beam interface                   gun particle / position / direction  generator at selected start element

• magnetic field description                          using  ascii input files read at “detector construction”

https://bugzilla-geant4.kek.jp/show_bug.cgi?id=1921
https://bugzilla-geant4.kek.jp/show_bug.cgi?id=1931
https://sft.its.cern.ch/jira/browse/ROOT-8844
https://gitlab.cern.ch/geant4/geant4-dev/merge_requests/215
http://mad.web.cern.ch/mad/
https://jacowfs.jlab.org/conf/proceedings/IPAC2015/papers/tupty031.pdf


Simulations done within EU supported EuroCirCol  study  by CERN + INFN Frascati

1)   Synchrotron radiation backgrounds for the FCC-hh experiments
J.Phys.Conf.Ser. 874 (2017) no.1, 012004

2) Beam-gas Background Characterization in the FCC-ee IR 
 J.Phys.Conf.Ser. 1067 (2018) no.2, 022012 

Team :    Francesco Collamati, Manuela Boscolo, Oscar Blanco  / INFN Frascati
               Marian Lückhof, Roberto Kersevan, Helmut Burkhardt / CERN

Examples,   FCC-hh
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http://eurocircol.eu
https://doi.org/10.1088/1742-6596/874/1/012004
https://doi.org/10.1088/1742-6596/1067/2/022012


FCC-ee parameters
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parameter Z WW H	(ZH) ttbar

beam energy [GeV] 45 80 120 182.5

beam current [mA] 1390 147 29 5.4

no. bunches/beam 16640 2000 393 48

bunch intensity  [1011] 1.7 1.5 1.5 2.3

SR energy loss / turn [GeV] 0.036 0.34 1.72 9.21

total RF voltage [GV] 0.1 0.44 2.0 10.9

long. damping time [turns] 1281 235 70 20

horizontal beta* [m] 0.15 0.2 0.3 1

vertical beta* [mm] 0.8 1 1 1.6

horiz. geometric emittance [nm] 0.27 0.28 0.63 1.46

vert. geom. emittance [pm] 1.0 1.7 1.3 2.9

bunch length with SR / BS [mm] 3.5 / 12.1 3.0 / 6.0 3.3 / 5.3 2.0 / 2.5

luminosity per IP [1034 cm-2s-1] 230 28 8.5 1.55

beam lifetime rad Bhabha / BS [min] 68 / >200 49 / >1000 38 / 18 40 / 18

Frank Zimmermann,  FCC-ee design overview  at FCC-ee week 2019

https://indico.cern.ch/event/727555/contributions/3447588/attachments/1867605/3071649/FCC-ee_Overview.pptx
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FCC-ee: The Lepton Collider 351

Fig. 2.21. Top: 3D representation of a positron beam track at 175GeV beam. Bottom:
simulation of the distribution of the photons generated in the interaction region for that
beam.

The main sources of the SR background in the IR regions are the photons from
the last bending magnets and photons emitted by higher amplitude particles in
the FF quadrupoles. Several methods are employed to reduce SR backgrounds to
tolerable limits. The first method, mentioned above, has been to impose a minimum
distance between the dipole magnets and to limit the maximum critical energy of
the SR from the dipoles for incoming beam. The SR radiation flux reaching the
detectors can be further reduced by the combination of fixed and movable masks
(collimators), as well as reducing X-ray reflections by optimising internal surfaces.
Fixed mask tips are planned 2.1 m upstream of the IP, just in front of the first final
focus defocusing quadrupole, in order to intercept the radiation fan and prevent
the photons from striking the central beryllium beam pipe directly. The next level
of SR background comes from photons that strike near the tip of these masks,
forward scatter through the mask and then strike the central beam pipe. At the tt
energy, most of these scattered photons will penetrate the beryllium beam pipe and
then cause background in the detector. To reduce the e↵ect on the experiment, a
thin layer of high-Z material, for example gold, will be added on the inside of the
beryllium beam pipe. A study has found that at the top energy, any reasonable
thickness of gold (up to 10µm) is not very e↵ective due to the high energy of the

From  CDR
that just got
published

online in open access
as of 4/6/2019

Simulated with
GEANT4
displayed
with ROOT

Example FCC-ee   (1/2)

Subject of
PhD thesis by
Marian Lückhof
CERN + 
Hamburg Univ.

MDI-team
meetings on

indico

https://link.springer.com/article/10.1140/epjst/e2019-900045-4
https://indico.cern.ch/category/5665/


Example FCC-ee,   (2/2)     IR-design
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498 The European Physical Journal Special Topics

Fig. 7.1. Sketch of the implementation of the interaction region in GEANT4. The tungsten
shielding of the beam pipe appears in turquoise blue. The shielding from 330 mm (a) to the
rear of the luminometer at 1191.4 mm (b) is 0.1 mm thick and covers only a 68� azimuthal
wedge on the positive-x side of the beam pipe. Further back at the rear of the HOM absorber
(c), a full 15 mm thick tungsten cone (d) covers both beam pipes to protect the tracking
detectors from synchrotron radiation.

These masks (in orange in Fig. 2.18) are placed inside the beam pipe, at the exit
of the final focus quadrupoles (QC1), about 2.1 m from the IP. To further limit the
fraction of the SR fan that scatters o↵ the masks and showers into the detector area,
an ingenious shielding scheme has been developed to minimise the impact on the
detector performance. Tungsten shields (in turquoise blue) are positioned outside
the beam pipe. A requirement for the position of the shield comes from the need to
leave the acceptance window in front of the luminometers (in magenta) unshielded,
from 50 to 100mrad around the outgoing beams. This constraint results in an asym-
metric azimuthal coverage of the shielding material around the beam pipe in the
luminometer acceptance window, 330 < |z| < 1191.4 mm, which leaves the vertex
detector partially unshielded against SR. Figure 7.1 shows the implementation of
the shield in the GEANT4 detector model used for background simulation studies.
The thickness of the shield up to the rear end of the luminometer, |z| < 1191.4 mm,
is limited to 0.1 mm, whereas it becomes 15mm with full coverage of the two beam
pipes from the rear end of the luminometer up to QC1.

Photons from the last bend that hit the masks may partially forward-scatter into
the detector area. The forward-scattered photons were simulated with SYNC BKG, a
software developed at LBNL and it was found that the distribution of their energies,
with peaks at 70 keV and 250 keV, does not exceed 1 MeV. The photon interactions
were modelled in a full GEANT4 [471] simulation that includes the interaction
region with or without beam-pipe shielding, the luminometer (Sect. 7.2), and the
CLD detector model (Sect. 7.3). While no hits are produced in the whole tracker

From  CDR
that just got
published

Collaboration with
Mike Sullivan / SLAC,
collective effects &
impedance experts, 
Vacuum group CERN
R. Kersevan et al.
Detector - Interface :
Nicola Bacchetta  et al.
and connection to
Linear collider / CLIC
IR / CLD - detector
simulations

https://link.springer.com/article/10.1140/epjst/e2019-900045-4


Needs,  Plans   (1/2)     EM
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Our recent work focused mainly one using the current tools to deliver the CDR in time
Needs still mostly as already presented in 1/2018        important to improve for next phase

EM
• X-ray mirror, specular reflection for keV photons, depends on surface, roughness.

if not stopped by collimators (to be designed) could significantly increase backgrounds into 
detectors for FCC-ee
 got G4XrayGrazingAngleScattering.cc from Buis, Vacanti via Alexander Howard, not straightforward to use,

surface defined only for Silicon (and Vacuum)
will have to see with PhD student M.Lückhof that we get at least upper limits soon ( like 100% reflection if below grazing  
angle );    goal as for LEP that photons have to scatter at least twice to reach the detector ;  using collimators + masks

• benchmarking with light source studies for FCC and comparison with  SynRad by R. Kersevan

• γ (MeV) -  nuclear,   giant-dipole/quadruple resonance          (started  ?)

• e+e- --> τ+τ- production  AnnihiToTauPair,    relevant for  Ee+ > 12.4 TeV   (FCC-hh)

• update TestEm..,  new example(s) with beamline(s)  as generated for FCC,  documentation ..

to my knowledge, for discussion   — maybe some done or in progress, please let me know ?   

https://indico.cern.ch/event/696377/
https://www.sciencedirect.com/science/article/pii/S016890020801591X
http://molflow.web.cern.ch/content/about-molflow


Needs,  Plans   (2/2)     more general
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Persistency : 
these days all design work computer based

• Mechanical designs   ( CAD programs, EDMS documents )

• RF - behaviour,  impedance studies ( Microwave Studio, HFFS ..)

• Magnet lattice and field definition  ( MAD, SAD )

• Particle scattering toolkits     GEANT,  FLUKA 
need to connect with proper interfaces and / or exchange formats

Hadrons :
Check / update processes to 100 TeV,   ( update cross sections, improve diffractive…) 

Field :
We created a dedicated  IP_Field.cc class to handle 
Solenoid/anti-solenoid   for the moment based on analytic formulas in absence of measured field maps 
+ summing up with  Quadrupole fields around IR,        probably of little general interest ?
FCC-ee has strong “crab waist” sextupoles   ( 4 L/R each IP,    between 118 to 727 m for IP )

New  G4SextupoleMagField.cc     ~ ready to commit if of general interest,  rather short and similar 

    to  G4QuadrupoleMagField.cc

https://en.wikipedia.org/wiki/Computer-aided_design
https://edms.cern.ch
https://www.3ds.com/products-services/simulia/?utm_source=cst.com&utm_medium=301&utm_campaign=products
https://www.ansys.com/products/electronics/ansys-hfss
http://mad.web.cern.ch/mad/
http://acc-physics.kek.jp/SAD/
https://geant4.web.cern.ch
http://www.fluka.org

