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Problem statement
• Nowadays strong focus on reliability & availability of the machine (read ‘more 

beam-time with less money’)
• Increasingly more data generated (and stored) by all systems (experiments, 

accelerator equipment, beam operation, IT)
• This data can be used to model the system, on which these are used to 

provide better and faster solutions to all kinds of problems (classification, 
regression, feedback control, anomaly detection)

• Goal of the CERN ‘ML Coffee’ discussions is to collaborate on applying 
existing ML algorithms to our everyday problems; also identify future projects 
and share experience

• Indico site with presentations at https://indico.cern.ch/category/11178/ 
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Discussions
General theory & discussions:

1. Neural Networks (NNs)
1. Theory, existing libraries (TensorFlow, Keras)

2. Sextupole surrogate model (design choices ref. trial and error)

2. Numerical optimization: Derative Free Optimization (DFO), Black Box 
Optimizatin (BBO), Powell’s method, COBYLA, BOBYQA

3. Reinforcement learning
1. Theory (states, actions, reward, policies)

2. Deep Q learning (DQN), Bellman, DDQN, Normalized Advantage Functions (NAF)

3. Policy based, continues action space -> deterministic policy gradient (DPG)

4. Representational Learning with Variational AutoEncoder (VAE), disentanglement
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Discussions
Applications:
1. (Powell) numeric optimizer

1. Linac4 optimizing transmission and chopping efficiency, including BOBYQA & COBYLA
2. LEIR injected intensity optimization (including RL with DQN, DDPG demos)
3. Automated ZS alignment (including surrogate model, RL for continuous action space)

2. Classifying LHC/SPS beam dump (images)
1. With Deep Convolutional Neural Networks (DCNNs)
2. Using Generative Adversarial Networks (GANs) to create images
3. With Variational AutoEncoder (VAE)

3. LHC injection magnets anomaly detection
4. ElasticSearch Anomaly detection using LSTMs
5. Image reconstruction for beam profile measurements, using UNET architecture (CNN) and 

VAE
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1.1 Linac4 transmission and chopping optimizer











1.2 LEIR injected intensity optimization (Including 
RL with DQN, DDPG demos)



Iterative updates by using the Bellman equation yield an optimal policy p.
(The Q function is the function, which tells us (the computer) what the impact of taking a 
decision (a) in a situation (s) and following a tactic (p) afterwards in terms of achieving our 
goal is!)









1.3 Automated ZS alignment (+ RL for continuous 
action space)





Using three of Powell’s derivative-free optimizers:
1/ classic Powell (Powell’s conjugate direction method)
2/ COBYLA (Constrained Optimization by Linear Approximation
3/ BOBYQA (Bounded Optimization by Quadratic Approximation)













2.1 Classifying LHC/SPS beam dumps with Deep Convolutional 
Neural Networks (DCNNs)













2.2 Classifying LHC/SPS beam dumps Using Generative Adversarial Networks 
(GANs) to create images



Fully-connected layers GAN



Deep convolutional GAN



2.3 Classifying LHC/SPS beam dumps with Variational AutoEncoder (VAE)









3. LHC injection magnets anomaly detection

WEMPR010







4. Elasticsearch Anomaly detection using LSTMs











5. Image reconstruction for beam profile measurements, 
using UNET architecture (CNN) and VAE
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