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The Large Hadron Collider (LHC)

A new frontier in Energy & Data volumes:

LHC experiments generate 50-80 PB/year in Run 2
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~700 MB/s

~10 GB/s

>1 GB/s

>1 GB/s



Scale of computing needs today 

 CPU:

 ~ 1 million cores fully occupied (“x86”)

 Storage

 ~ 1 EB (~500 PB disk, >500 PB tape)

 Global networking
 Some private 10-100 Gbps

 LHCOne – overlay 

LHCOPN/LHCOne;  13 Jan 2020 Ian.Bird@cern.ch 3



LHCOPN/LHCOne;  13 Jan 

2020
Ian.Bird@cern.ch 4

 When we started LHC computing (~2001)
 There were no internet companies, no cloud computing – Google was a search engine, Amazon, etc. did not exist

 We had to invent all of the tools from scratch
 At CERN we had no tools to manage a data centre at the scale we thought was needed (no commercial or OS tools existed)

• Initial tools developed through EU Data Grid

 Grid ideas from computer science did not work in the real world at any reasonable scale
 We (EU, US, LHC grid projects) had to make them work at scale

 We had to invent trust networks to convince funding agencies to open their resources to federated users

 Our users were not convinced that any of this was needed ;-) 
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Evolved computing model
 Model from 1999

 Uncertainty over 
network performance, 
reliability

 Focus on distributing 
data globally to 
compute resources

 No concept of data 
remote from compute

 Quickly evolved
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Performance
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2018: 88 PB

ATLAS: 24.7

CMS:    43.6

LHCb:     7.3

ALICE:  12.4

Data transfers

19 PB in November
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Some lessons and comments
 A federated infrastructure is of tremendous value and importance 

 This is the *key* feature that identifies our collaborative distributed infrastructure 

 Even though the X.509 model was difficult to use and manage

 Security coordination; policies, incident response, vulnerability & threat intelligence is of huge value

 Sociological – inclusivity 

 The network is a fundamental resource and opportunity, not a problem to be solved
 Redundancy and distribution of services as originally foreseen was unnecessary, complex, and expensive

 Today service model is much simplified and streamlined

 Today’s operational structure is very simple – coordination at a high level, no need for the 
heavyweight operations centres
 Integrated global ticketing system was essential

 Distributed data management and storage is expensive – hardware and operations
 Data pre-placement is not an optimal strategy (it is a complex problem)

 Hardware and cost evolution is becoming a serious concern –
 “Moore’s law” as we assumed it is broken

 Future of storage technology is a concern – tape and disk

 The future computational resources are very heterogenous
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The HL-LHC computing challenge
2017: 

 HL-LHC needs for ATLAS and CMS are above the expected 

hardware technology evolution (15% /yr) and funding (flat)

 The main challenge is storage, but computing requirements 

grow 20-50x 

2019:

✔ Continually improving estimates – evolve computing model, 

software, infrastructure
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Increased complexity due to much higher pile-

up and higher trigger rates will bring several 

challenges to reconstruction algorithms 

ATLAS: simulation for HL-LHC with 200 vertices



Evolution of HEP computing
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https://doi.org/10.1007/s41781-018-0018-8 https://cds.cern.ch/record/2621698

https://doi.org/10.1007/s41781-018-0018-8
https://cds.cern.ch/record/2621698?ln=en


Synergies
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DUNE will leverage the WLCG 

for its computing infrastructure

First formal non-LHC 

“associate” member of WLCG

#84

#53

#64

#126

#150

#117

#77

Recent European Strategy for Particle Physics

Common theme in many contributions is the desire to 

collaborate with LHC R&D work

 implies governance evolution



Common challenges
 Management of Exabyte- scale science data

 And associated tools, networks, infrastructure

 Move from “simple” x86-like clusters to very heterogenous 
resources
 Use of HPC and Exascale computing resources

 Infrastructures & centres likely to be common between HEP & 
Astronomy, Astroparticle, GW, etc.

 Software challenge – associated with the above
 How to easily move code between various compute resources, 

validate correctness, adapt to new architectures, etc.

 Develop and retain skills in software and computing
 In the scientific community – as well as with specialists

 Issue of recognition in academic environments
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Task 2.2 Content Delivering and Caching

HTC/Grid

Cloud/
commercial

HPC

citizen

Task 2.3   Efficient Access to Compute

Task 2.1 Storage Services

Task 2.1 Data transfer services

Task 2.4 Networking

Task 2.5 AAI

Task 2.2 Storage Orchestration Service

ESFRI Science Projects
HL-LHC SKA
FAIR CTA
KM3Net JIVE-ERIC
ELT EST
EURO-VO EGO-VIRGO
(LSST) (CERN,ESO)

Goals:
Prototype an infrastructure for the EOSC that is 
adapted to the Exabyte-scale needs of the large 
ESFRI science projects.

Ensure that the science communities drive the 
development of the EOSC.

Has to address FAIR data management, long term 
preservation, open access, open science, and 
contribute to the EOSC catalogue of services.

Work Packages
WP2 – Data Infrastructure for Open Science 
WP3 – Open-source scientific Software and 

Service Repository 
WP4 – Connecting ESFRI projects to EOSC through 

VO framework
WP5 – ESFRI Science Analysis Platform 

Data centres (funded in WP2)

CERN, INFN, DESY, GSI, Nikhef, SURFSara, RUG, 
CCIN2P3, PIC, LAPP, INAFLHCOPN/LHCOne;  13 Jan 2020 Ian.Bird@cern.ch 13

Horizon 2020 funded project



Data Infrastructure
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Data Center
Data 

Center

DOMA project
(Data Organization, Management, Access) 

A set of R&D activities evaluating components and 

techniques to build a common HEP data cloud

Idea is to localize bulk data in a cloud service 

(Tier 1’s  data lake): 

minimize replication, assure availability; policy driven

Serve data to remote (or local) compute – grid, cloud, 

HPC, etc.
Simple caching is all that is needed at compute site

Works at national, regional, global scales

Model to integrate private and commercial storage –

in a “RAID” configuration across sites



Heterogenous compute
 Requires:

 Common provisioning mechanisms, 
transparent to users

 Facilities able to control access 
(cost), appropriate use, etc

 HPC, Clouds, HLT will not have 
(affordable) local storage service 
(in the way we assume today)
 Must be able to deliver data to them 

when they are in active use
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Deployed in a hybrid cloud 

mode: 

• Procurers’ data centres

• commercial cloud 

service providers 

• GEANT network and 

EduGAIN Federated 

Identity Management



Infrastructure challenges
 A federated data infrastructure that:

 Enables policy driven wide area data replication across a “virtual data centre” 
 == “Data Cloud” or “Data Lake”

 Want it to appear as a single data repository although distributed

 Avoid having small managed storage service everywhere

 Is able to feed data to heterogenous compute resources distributed at 
processing centres

 Traditional grid/HTC; HPC, Commercial cloud, citizen scientists

 Streaming, latency hiding, caching, etc.

 Can integrate owned and commercial resources

 Hopefully a lot in common between HEP and other related sciences 
with similar needs

 Avoid adding complexity to the system –
 today it is much simpler than original design; this has decreased the 

operational cost significantly
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LHCOne: VRF for managing LHC traffic (& trusted!)

- Also includes Belle II, Pierre Auger, NOvA, XENON

- Should it include SKA, others ?

- Or should they be separated (complexity at sites) ?



Open Data

 Launched in November 2014

 Rich content
 Collision and simulated datasets for 

research

 Derived datasets for education

 Configuration files and documentation

 Virtual machines and container images

 Software tools and analysis examples

 Total size in November 2019
 Over 7000 bibliographic records

 Over 800,000 files

 Over 2 Petabytes of data
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Scientific workloads on containerized clouds
 REANA – reproducible analysis platform

 https://www.reana.io

 Multiple workflow systems
 CWL, Serial, Yadage

 Multiple compute backends
 Kubernetes, HTCondor, SLURM

 Diverse shared storage
 ceph, EOS, NFS
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 Reproducibility: code+data+environment+workflow

SWAN: Notebook on demand; scale-out compute; full analysis environment

https://www.reana.io/


Automated reconstruction workflows
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Hardware cost evolution
 Previous assumptions of ~20%/year 

effective cost improvement for CPU 
& storage no longer true

 Market-driven rather than technology 

 Science has no influence on these 
markets
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Samsung DIMM 16GB, DDR4-2133, CL15-15-15, reg ECC 

2005-2012 fit
2012-2017 fit

??? 

2026 

???

 We have serious risks:

 Our budget outlooks are constrained 
(flat!)

 Risk of technologies disappearing 
 e.g. tape due to market forces

 disk technology future not clear –
costs not obvious



Software
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HSF Set up in response to recognition that 

software will be key to success for HL-LHC 

and the future

We have discussed 

this problem with 

SKA and PRACE

Some national 

initiatives have 

started 

Much more is 

needed



Ideas for a software initiative
 Propose a strong collaboration among European research institutions, 

Universities, and scientific collaborations on software R&D, engineering and 
sustainability to tackle future challenges
 Leverage and complement national initiatives

 Focus on
 Focus on fundamental, transferable aspects – data structures, methods, best practices

 Application software – data intensive and complex algorithms

 Distributed computing – data management, analysis, exploitation of modern architectures

 Software and computing as a valid 
scientific career specialism

 Essential for all modern 
science and other disciplines

 Lobby for investment in 
software skills

 Interest from other 
communities
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Conclusions

 HL-LHC and others facing Exabyte scale data 

challenges in the next 5-10 years

 Prototyping an infrastructure to enable FAIR 

data preservation, open access, reproducibility

 As well as performance, scalability

 Projects such as ESCAPE should help shape 

the EOSC and next generation e-infrastructures 

for science
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