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Use Cases

● In the system most of these
use cases are satisfied only
if the pilot runs the
container

● In particular payload
isolation



Requirements

● At CentOS7 sites singularity is a requirement.
● Migration mostly completed

● Pilot2 deployed
● Deployment mostly completes

● Singularity: 2.6.1 or 3.2.1+
● Default configuration works for ATLAS
● Overlay/underlay enabled

● User NS



Images

● All ATLAS images are docker images

● They are built as a hierarchy of docker layers

● CERN-IT OS image is the root layer
● Adding further layers according to the use cases
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Singularity in CVMFS

● Deploying singularity at sites like anything is a pain
● Variety of installations and configurations

● OSG and ATLAS added singularity to CVMFS repos
● Singularity deployment from CVMFS doesn't require sites to

install the rpm 
● Caveat is that sites MUST enable user NS because the

executable in /cvmfs will not use setuid for this to work. 
● Agreed also at the WLCG container meeting. 

● Experiments agreed not to have a common executable to avoid
to break each other workflows.

● Doesn't help other groups like SKA though



Containers

● ATLAS uses containers in 2 ways
● Basic OS containers using the software from CVMFS

● Production and analysis
● Transparent for users but doesn't preserve the analysis
● Distribution via cvmfs

● Standalone containers software included in the containers
● Analysis and production at HPC
● Satisfies the preservation use case 

● requires users to build the containers or at least a layer
● Distribution via registries or cmvfs



CVMFS containers
● Both production and users workflows

● Depend on pilot2 commissioning
● Need container_type parameter set
● Unpacked in /cvmfs/atlas.cern.ch/repo/containers/fs/singularity

● Doesn't need setuid, or overlay

● Limited to use software in cvmfs

● Containerization transparent to user and system administrator
● Process tree similar to standard job



CVMFS ctrs deployment

● >200k slots now run containerized payloads
● pilot2+containers



Standalone containers
● On the grid user workflows only

● Triggered by the user with a command line option
● Independent from the pilot version

● Uses custom user images from a docker registry
● Analysis images
● Machine Learning images
● Official docker images

● Doesn't need CVMFS to run



How much used?

● Not much for now

● Analysis groups imposing preservation as publishing
condition

● May increase the pressure on users
● Machine Learning people want to use GPU resources

● Still working on their containers
● Docker ↔ singularity creating most problems 



Standalone ctrs distribution

● Currently via registries
● Analysis images 1000 pulls a day without problems
● Many people worried in advance 

● CVMFS team setup and common repository for WLCG
experiments

● User adds the image to a list and the system downloads and
unpacks in CVMFS. 

● Image gets updated the system automatically updates the copy in
CVMFS

● Still a prototype
● Developer will be back in September more discussion then
● https://indico.cern.ch/event/790755/

● Other ideas circulating to merge cvmfs and registries

https://indico.cern.ch/event/790755/


SKA

● SKA runs standalone containers too

● Student in Manchester running on the grid real workloads
● Studying the magnetic field analysing images

● Singularity integrated in user scripts instead of the pilot
● Images downloaded from registries

● Singularity registry abandoned in favour of docker
● 10k pulls from docker without any problem in July/August
● Now added the image to CVMFS at RAL

● Since move to docker grid usage ramped up



SKA cont

● Using Manchester until now but since last week extending to
other sites

● Now at the same level of usage as lsst, dune and lz



Conclusions

● Almost fully deployed on the grid in ATLAS using same
model as CMS

● Standalone containers also being used not yet fully on the
grid by ATLAS only a couple of users instereted in GPUs

● SKA is deploying instead and run several millions HS06
hours with them. 

● Trying to keep ATLAS and SKA with similar solutions 
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