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Tier-2 service goals 

•  Main goal to run LHC VO analysis and production jobs successfully 
•  Get the data on site as fast as possible   

–  CMS requests are approved – UK sites very rapid response time (<1 hour)  
–  bandwidth – ‘can never have too much bandwidth’  
–  quality – need to monitor site transfer quality and flag alarm if it drops 

•  Run jobs reliably 
–  eliminate as many of the single points of failure as possible  

•  dual site BDII’s, local top-level BDII  
•  NetApp reliable storage server for experimental software area, VM images etc 

•  Understand as well as possible what is going on at the site  
–  a good start is to monitor everything pertinent 
–  ganglia, Nagios, Cacti (network switches)  
–  site and VO status boards 
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 Characteristics of a Tier-2  

•  Different to Tier-0/1  
–  OK, cache-like, no custodial responsibilities 
–  however, sizes and service levels approaching Tier-1’s (some soon to have a petabyte 

of disk) 

•  But may have local infrastructure constraints 
–  likely to have to negotiate with local staff who are often unfamiliar with demands of 

HEP computing 
–  less dedicated infrastructure: e.g. ad-hoc machine rooms often scattered across 

campus with poor connectivity; some sites have grown rapidly 
–  WAN: big disparity in networking demands compared to a typical university’s 

•  Staff 
–  generally low staff numbers – vulnerable to absence, turnover, illness, vacation etc 
–  have had sites without staff for extended periods 
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Site status board 
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Site CMS dashboard 

•  A view of the site from CMS point of view 
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Networking 

•  UK sites comment starting to find LAN usage growing 
•  LAN likely to become more of an issue as sites get even more cores per worker 

node and more storage per disk server 

•  UK Tier-2 sites generally share a university 1 Gbps WAN connection, some are 
capped, some are not; several have a dedicated 1 Gbps link  

•  Some larger universities have 10 Gbps connection but only 1 or 2 Gbps to Tier-2 
•  With large increase in disk servers RAL Tier-1 now able to push data out to sites 

at good rates 
•  Sites are starting to have issues with contention, failing SAM tests, backlogs of 

transfers etc – many are looking to upgrade WAN 

•  At Imperial the machine room link has been upgraded from 1 to 10 Gbps 
–  got adequate rates (2.5 Gbps) but still less than expected 
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Firewall issues 

•  Ran a few tests 
•  Much better rates outside 

firewall 
•  Encouraged by other site’s 

positive experiences, we 
decided to move the grid site 
outside the firewall 



Firewall issues (II) 

2010-07-07 The WLCG Service from a Tier2 Viewpoint 
8 

42 TB in 2 days 

Site moved 
outside 
firewall Better, but more 

tuning to be done 
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Storage 

•  GridPP has a dedicated storage support team 
–  reflects importance and difficulty of running storage successfully 
–  lively storage group discusses all aspects of Tier-2 storage: weekly meetings, email list 

and a recent two day workshop 
–  general ongoing request to make the storage software as good as possible 

•  DPM 
–  most common SE in UK Tier-2’s 
–  simple and easy to use but lacking some desirable features 

•  e.g. automatic hot file replication, intelligent pool selection 

–  pleased to see DPM support staff numbers increased 

•  Storm + Lustre/GPFS 
–  used at three UK sites (Bristol, QMUL, Edinburgh) 
–  QMUL only one using it in production 
–  we need to build more UK experience 
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Storage (II) 

•  dCache 
–  liked by the two UK sites that run it (Imperial and RALPPD both CMS) 
–  documentation could be improved however – more help on day-to-day tasks 
–  dCache workshop a very good idea 

•  dCache hot file replication at Imperial 
–  switched on hot file replication 
–  files are replicated from hottest fraction of pools 
–  fill disk up with cached copies of hottest files (green) 
–  works well – we now see a more even balance of load and network bandwidth access 

over all 35 disk servers 

•  Hadoop HDFS model 
–  some interest in the UK 
–  nice to be able just to switch off disk servers and maintain a service, but is it worth 

the ‘loss’ of disk? 
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WLCG-UK service communications 

•  Communication with WLCG operations 
–  generally successful in UK 
–  UK chair of GDB 
–  GridPP production manager regularly attends WLCG Ops meeting 
–  Tier-2 Coordinators also attend GDB meetings in rotation 

•  GridPP internal communication  
–  weekly deployment team meetings 
–  recently broadened out to include sys-admins every other week – more of an 

operations flavour 

•  Direct VO communication with Tier-2 sys-admins is also important 
–  in past Tier-2’s have often provided ‘a Tier-2’ with LHC VO’s one of many 
–  now need to be a part of the VO 
–  attendance at relevant VO computing weeks, Jamborees etc 



Experiences supporting CMS 

•  Imperial, Brunel, RALPPD and Bristol Tier-2’s support CMS  

•  Excellent communications with CMS 
–  CMS direct communication with Tier-2s via hyper-news  
–  backed up by UK CMS support staff and fortnightly UK CMS meetings 

•  most UK Tier-2’s have a member of CMS computing at the site 

–  Savannah tickets used to communicate with CMS or other sites (e.g. during 
data transfer problems) 

•  Issues 
–  Remote stage-out is difficult 

•  remote lcg-cp often unreliable 
•  blocks job slot copying out 
•  can be very disruptive to remote site SE 
•  recent bug in CRAB made it worse 
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CMS site readiness monitoring 

•  CMS site status board and site readiness status pages are excellent - easy 
for a site to know if it is ‘OK’ and to drill down to the problem if not 



UK CMS data transfers 

•  Data has been copied to UK Tier-2’s at good rates 
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UK CMS data 

•  Space used has increased significantly in last 4 months: 0.6 PB of data is 
now hosted 
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UK CMS running jobs 
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•  CMS jobs are running… 



Experiences supporting ATLAS 

•  Majority of UK Tier-2 sites support ATLAS 
–  a petabyte of ATLAS data now hosted at UK Tier-2’s 

•  Tier-2 communications with ATLAS work well  
–  support devolved to UK ‘cloud’  
–  UK weekly operations meeting very useful 
–  ‘Jamborees’ are a good way for sys-admins to understand what ATLAS are trying to 

achieve 

•  ATLAS Monte Carlo production works really smoothly 
•  Issues 

–  ATLAS software has sometimes been difficult to get installed in the past 
–  a number of UK sites recently ran out of space in their space tokens – probably more of 

a VO issue but still a problem for the site 

–  Tier-2 hardware purchases affected by current method of staging to local disk; should 
sites buy multiple local disks and should they be higher performance drives? 
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ATLAS panda dashboard 

•  Excellent: really easy to see site status, error rate and to drill down to 
logs. But it is often slow! 

•  Panglia – easy to monitor what is going on 



Experiences supporting LHCb 

•  LHCb are pretty unobtrusive 
–  in general few issues arise, jobs come, jobs go 
–  UK VO support works well 

•  However, some problems copying data back from some UK Tier-2’s 
–  remote lcg-cp from WN 
–  seems to be related to use of Network Address Translation 
–  UK site-admins have helped LHCb debug this 
–  recently resolved at Glasgow and Liverpool by tuning WN TCP parameters  
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Other comments 

•  GGUS/savannah ticketing systems work well in the background 

•  Change from SAM testing to Nagios has been disruptive just when Tier-2’s are 
concentrating on first data 

•  ‘Gstat2’ is taking some getting used to – not clear how to easily get info that 
‘gstat1’ used to provide (e.g. state of queues, VO tag info) 

•  Tier-2’s always appreciate clear and timely instructions from the VO’s 

•  Good middleware is important 
•  WLCG could benefit more from the expertise at Tier-2’s 

–  not very easy to feedback ideas for middleware improvements – sys-admins often 
focused on their site – could benefit WLCG project as a whole by being better engaged 

–  what about having middleware developer/sys-admin workshops? 
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Chaotic analysis: a challenge 

•  How to run chaotic analysis well at a Tier-2? 
–  Users themselves make mistakes e.g. user submitted thousands of jobs with wall-time 

of about 10-20 minutes, result: low job efficiency 
•  Need to educate users about characteristics of a good job 

–  Challenging to separate 'site' from 'user' error  

•  Just because ‘no complaints’ doesn't mean a site is doing well  
–  Inevitably a large gap between the best and the least effective sites 
–  Users gravitate to better sites 

•  Sites need to work proactively with VO’s  and users to get the most out of their 
site 

•  VO site black lists offer a lot of valuable customer feedback 
–  Can the fact that it has been blacklisted by a user be fed back to a site? 
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Summary 

•  UK Tier-2’s are providing a good service to the WLCG 
–  Data arriving on site, jobs run, work gets done 
–  Communications with WLCG and with VO’s are effective 
–  GridPP storage support is excellent 
–  Some issues related to pressure on site infrastructure: firewalls, machine rooms, WAN 

rates etc 
–  Always room for improvement of course 

•  Good VO monitoring pages are very useful for a site 
•  Remote stage-out can be problematic 

•  Now we need to tune sites for optimal running 

–  Requires sites to be proactive 

–  Understand their site well and have comprehensive monitoring in place 
–  Work closely with the LHC VO’s computing teams 
–  React rapidly to problems and communicate well with the users 
–  Remember that Tier-2’s are providing a service for the LHC VO’s  


