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Overview

• Brief reminder of Service Incident Reports 
(introduced in February run of CCRC’08)…

• Summary of SIRs since LHC restart (Q2 – 1 day)

• Drill-down into 1 specific SIR

• Discussion
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Service Incident Reports: When?

• Degradation goes beyond some MoU 

target for any service classified as critical 

for at least one of the VOs ?

• SCOD asks for it ?

• When it’s useful for your own purpose

– Tracking of incidents and the restoration 

your knowledgebase for when it happens next 

time

!

!



SIRs – Categorization 

• Since the LHC restart on 30 March 2010 there have 
been some 20 CERN-CASTOR related SIRs, 6 (8?) 
DB-related and 9 others

• Quickly review these by category…



CERN CASTOR SIRs
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CASTOR SIRs - Comments

• More quantitative statements regarding service 
degradation would be useful – particularly true in 
incident summaries, but also in text body

• Analysis and follow-up: who ensures that this 
happens and to which bodies is this reported?

• How is this information shared?
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DB SIRs
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DB SIRs – Comments

• Two formats used – 1 for Streams and 1 for others

• A single format – closer to the “standard” – would be 
beneficial

• Several are not very conclusive in their analysis or 
recommendations, others still “open”

• e.g. “Next time the problem happens detailed hang 
analysis/tracing will be performed”
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Other SIRs
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Summary

• More consistency in formats and wording, e.g. based on that 
in MoU

• Service Interuption;

• Degradation by > 20%, > 50%

• More consistency in follow-up: introduce high-level reviews at 
T1SCM

• Is information considered correct and complete?

• Has follow-up been done?

• Try to identify areas where real improvements can be made: 
monitor against realistic metrics 
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