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Utilization

‣ What Follows is mostly taken 
from the Accounting Portal

‣ There are probably better ways 
to define utilization, but we’re 
setup to measure CPU 
efficiency

‣ Total Integrated Luminosity is 
lower than expected

‣ Though Data Volume scales 
with number of days of data 
collection
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LHC luminosity and its impact on our plans 

! After a very good start, the period mid 

May/mid June has been essentially 

devoted to MD to validate operations with 

bunches at nominal intensity: 

1.1x10exp11p/b (fastest track to go 
beyond !!"#$30cm-2s-1)

! As a consequence of this we have 

prepared plans for a scenario in which 

most of the luminosity will be delivered 

shortly before ICHEP.

! In particular we have set-up an 

organization to process, certify, 

reconstruct data and update part of 

the major analyses in 7-10 days.
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Tier-1 Number of Jobs
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Tier-1 Normalized CPU
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Tier-1s Normalized by Share
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Transfers Tier-1 to Tier-2

‣ Average Data Rate by week out 
of CERN is within a factor of 2 
of planning

‣ Rate Between Tier-1s bursts to 
very large values
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Tier-1 Disk Space

‣ Experiments are using the installed disk

7

Summary of Tier-1s
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Tier-2 Summary
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Tier-2 Elapse Time
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Tier-2 CPU Time
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ALICE
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ATLAS
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CMS
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LHCb
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Outlook

‣ Tier-1 Utilization is not 100%

‣ Driven by complexity of data.  

‣ Will ramp up over the fall

‣ Tier-2 Utilization is high

‣ Driven by user access and simulation
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