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Advantages of cachingAdvantages of caching

• Less data transfer

• Jobs start faster

• No “SE” administration (LRA clean up, 
cache is internal)

• No consistency problems

 = Less work!
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More technical details in the Amsterdam doc

https://espace.cern.ch/event-DAaM-docs/Document%20Library/1/Cameron-ARC%20Caching.pdf

https://espace.cern.ch/event-DAaM-docs/Document%20Library/1/Cameron-ARC%20Caching.pdf
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Some StatisticsSome Statistics

Some index statistics (ATLAS)

Timespan        : 2010-06-23 - 2010-07-05
Queries         : 112391
N URLs          : 656669

Queries / Hour   : 390.51 (avg 10k jobs/day)
URLs / Query    : 5.84 (std. dev. 7.35)

Not cached URLs   : 10.56%
Cached URLs        : 89.44%

Hits / URL      : 3.06
Hits / URL %0   : 3.42 (excludes URLs with zero hits)

• (Almost) all T2 storage in NDGF is ARC cache (1PB total)
• Recommended 100TB for ATLAS analysis – 2 week 
turnover under heavy load
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But...But...

• Integration takes a lot of work
– VOs can be “difficult”

• Manpower is available for possible future changes
– Pilot jobs?

– Separation of cache?

• Plans
– ATLAS NDGF cloud is in stable production

– Experiment with other clouds

– Other experiments?
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