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CMS Computing Operations Group

—> (MS Computing Operations steered by 3 projects
> Data Operations (coords: Gutsche / Klute)

> Responsible for central data processing and transfers: RAW data repacking and prompt reconstruction at T0, RAW
data and MC rereconstruction and skimming at T1’s, MC production at T2's

> Ensure central data consistency and data distribution to T0/T1s including custodial storage of primary datasets
> Facilities Operations (coords: Kreuzer / Flix)

> Responsible of providing and maintain a working distributed computing fabric with a consistent working
environment for Data Operations and Analysis users

> Itinvolves coordination of facilities operation, resource management and liaison to external projects and
organizations

> Analysis Operations (coords: Wurthwein, Belforte)

> Responsible for central data placement at T2s, CRAB server operations, validation, and support, and for metrics,
monitoring and evaluation of the distributed analysis system

-> Strong central teams complemented by CMS contacts at Tiers, working in sync
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Constant interaction with CMS sites

> On Monday’s (16h-18h CERN) combined Operations Meeting (*2FacOps-/2DataOps):

» Detailed T0/T1 revision of last week SAM and Site Readiness results:
P Sites report: https://twiki.cern.ch/twiki/bin/viewauth/CMS/FacilitiesOps-SiteReportBlackboard

> (MSSW deployment team provide status and issues encountered at the sites.
> T2 coordinators report on relevant site issues.
> Tier-0 Ops. Tier-1 0ps., MC Ops., Transfer Ops., Release and Workflow Certification

> Biweekly meeting for European and Asian T2’s on Thursdays (10h CERN Time), for those
sites with observed Operational troubles:

> Sites report: https://twiki.cern.ch/twiki/bin/view/CMS/FacilitiesOpsT2EuAsiaSupport/T2SupportBB

> Biweekly meeting for US T2’s (Tuesdays 22h CERN Time), all sites invited and report.

> Through WLCG daily calls, T1 biweekly Operations Meetings, WLCG Workshops...
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Site Readiness in Operations

> Site Readiness is a reqular activity to:
> Measure the reliability of Grid sites when running CMS activities.
> Provide sites with the information they need to solve eventual problems.

> It runs as part of the CMS computing operations:
> Detailed reports at FacOps meetings and biweekly T2 support meetings.
> Look at by Computing Shifters.

> Takes into account several sources of information, for each CMS site:
Site availability, from CMS SAM tests.

4
> Job Robot success rate.

> Number of commissioned (certified) transfer links to/from other sites.
» Data Transfer Qualities to/from other sites.
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Tiers readiness constantly monitored
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> Other metrics are important to know
sites which are ready...

> Although Site Readiness is a good first
indicator things are ok at the site to run
workflows.
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Site Availability

14 Days from 2010-06-16 to 2010-06-30
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+Tier-1s
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SAM tests: Site Availabilty (T0/T1/T2/T3)
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Maintenance:

Job Robot:

SAM Availability:

Good T2 links from T1s:
Good T2 links to T1s:
Active T2 links from T1s:
Active T2 links to T1s:

Site Readiness 2-weeks results (T0/T1/T2)

T2 Readiness Rank last 15 days (+SD %) [2010-06-30]
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Plots (TO/T1/T2)

% 10%  20%  30%  40%  50%  60%  70% 8% 0%  100%

07/07/2010

Latest Results
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Site Status Board (T0/T1/T2/T3)

+ Open tickets, follow up at meetings
—>Savannah (more) + GGUS (less, but increasing)

+ Many others...
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GGUS

FAQ/Wiki -

Home

Welcome to Global Grid User Support

Tickets @ GGUS

»
>
»

an your GGUS account

| via browser
't via email

GGUS tickets for Daniele Bonacorsi
(1o}

»
»

Status
assigned
2 on hold

Date Info
2009-10-13  Castor at CERN unavailable?
2009-10-02 TEST

(openfciosedisubscrived)

» Search ticket database

Latest open tickets.
) Vo info
» alice hiw
none his
none hig

> GGUS
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»

Ihch
Ihco
cms.
Ihch

Cleaning <SAPath>/lhcbidata/CCRCOE

Cleaning <SAPath>/Ihcbidata/CCRCO8

Castor at CERN unavailable?

Could not determine shared area for site at thib01...
Could not determine shared area for site at tau-ce...
CASTOR unavailable at CERN

TEST - TEST - TEST Test "s8DIl-sanity” failed on n.

RGMA problem(s) detected for mon01.mace.unican.es

CE problem(s) detected for ce.cp.di uminho.pt (UM...
RGMA problem(s) detected for apis.dsic.upv.es (UPV.
Cannot transfer file from SE o loca! storage
ATLASProdustion 15.3.1.4 job running failure 100%

Documentation -

Submit ticket - Registration -

Training - Contact - Masthead

Support staff

009-10-02 08:10 UTC

» ! Network maintenance at FZK on Thursday, 2009-10-08 from 16:00 to
16:30 UTC

News from 009-09-30 0F:28 UTC

» New release of the GGUS portal online

News from G 009-03-18 13:36 UTC

» GGUS CHEP'09 Poster

¥ Recently created FAQs (last modified: 2009-08-00 09:09)
» News at CIC-Portal

GGUS toolsireports

» GGUS Report Generator

P GGUS ticket timeline tool - TTT
» Escalation reports

» Metrics reports

GGUS development plans

» Description of development procedures

» Submit a request for a new feature to GGUS
» Browse current open features

+ Plans for upcoming releases

» Ongoing worklist & Release Notes

GOLS Saarch

LCG Savannah

My Account Gonf
Logout

Clean R
Printer Version

in Projects 4%

Search

Full List
Contributors Wanted

Statistics

Site |

User Docs: Gookbook

User Docs: In Depth
Guide

Get Support
Cantact Us

Savannah

184 matching items - ltems 1 1o 50 Mext

#110213 Commisioning Muon T2-T2 links

#110218 WMS setup for cms Role=pricrityuser and pool account limit

#110274 October exercise: Fix required on Padova CE (deny
fems/Role=priorityuser) to avoid running on Padova instead of Legnaro
#110291 wms202 and wms218 at CERN show problem in proxy delegation

#11030g 770" With working dir, nomore priorityuser mapping, accessing a
datasetat Purdue

#110386 Aborted jobs at Padova for users accessing dataset in Legnaro

#110538 Grid Aborted at T2_FR_CCIN2P3

#11055s5 [ailures accessing MC files (8001/8020) for instance ppMuX/Summer09- 2
MC_31X_V3_SD_DoubleMu-v1/GEN-SIM-RECO

#110517 Some CMSSW version published but not present

2008-10-
12 17:00
2008-10-

#110518 SAMv2 for T3_CO_Uniandes

#110550 Problem with CC-IN2P3 AF

Long tradition of the standard Global Grid User Support system
Reaches the WLCG site-admins and the fabric-level experts
» Savannah
Problem tracking, troubleshooting reference, statistics, . ..

Reaches ‘squads’ easy to define: CMS contacts at Tiers, tools/services experts, ...
More: baseline tool for Offline Computing shifts, integrated with other CMS projects, ...
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Ticketing System 2/2

> (MS requested a Savannah-to-GGUS bridging:
> Work finalized. Now ready to be used. Start soon to gain experience in Ops.
> ‘normal’ GGUS tickets are opened with this re-direction:
> Savannah ticket stays ‘on hold’

> Savannah ticket gets automatically closed when GGUS ticket is closed.

> C(MS Computing Run Coordinators (CRC’s) to open TEAM or ALARM tickets:
> TEAM role assigned to all CRC's by default.

> ALARM role already assigned to core computing experts in CMS (6).
> Additionally, ALARM role to be provided to the CRC on duty.
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Computing: Central Shifts

> A Computing Shift Person (CSP) is active 24/7:

> Few Primary Centres in multiple time zones.
> Connected via dedicated video links.

> Many existing secondary CMS Centres worldwide.
> permanent EVO room and possibility for the CSP to connect to the dedicated video links via Vidyo.

> Now: ~70 shifters in 3 time-zones distributed in ~10 remote centers around the world
participate to 24/7 coverage of CMS Computing infrastructure, facilities and workflow
monitoring.

» 3 shifters/day — enough Centres to have them on-duty in a locally convenient time.

> Complemented by a Computing Run Coordinator (CRC).

> Procedures for 24/7 coverage of Critical Services are being deployed, with proactive participation
of the CRC.

> (RCacting as WLCG liason for daily Operations calls and biweekly T1 Operations meeting.
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Other communication channels

> Basic setup information through:
> (ICPortal
> CMS twiki pages

> Hypernews: mailing lists.

> Around 15 categories
> Around 30 Computing Forums

Category: Computing Development

BOSS Development CRAB Development Computing Project Ahnouncements Computing Technical Project
Discussions
FPhEDEx Discussions Software Distribution Tools Discussions  Tier-0 Development Discussions Winrkflow Management Development

Category: Computing Integration/Operations

Dataset Bookkeeping System
MC Production Systermn Development

Analysis Operations CERM Computing Announcements CRAB Feedhack Computing IntegrationfCommissioning
Diata Operations Reguests Dehuging Data Transfers Task Farce  Facilities Operations General Data Operations Discussions
MC Production Cperations Reports MC Production Systern Operations 080G Tierd Discussions PhECEx Cperations

Tier-0 Operations Tier-2 Activities
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Services and support at Tier-1s

> Core services used by CMS at the Tier-1 sites:

> FTS server; CMSSW server: NFS shared areas; Local Worker Nodes; Computing Elements;
SRM services; CMS VOBOX —> PhEDEX; Frontier Local Squid Cache Server(s). ..

> CMS expects general support on core services at Tier-1s:

> Upgrade core WLCG/glite components to latest releases.
> Applying urgent security patches, announced by the EGEE Operational Security
Coordination Team.

»  Announce downtimes (SCHEDULED or UNSCHEDULED) in GOCDB or OIM (T1_US_FNAL case).

> Provide 24/7 support for all critical services.
> .
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CMS Contacts responsibilities |

» The successful operation of the Tier-1 centers requires to have one
CMS contact person acting as “liaison” with the CMS experiment.

» In general, for Tier-2s, high level involvement is as well welcome
and desired.
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CMS Contacts responsibilities I

> The CMS contact person is the connection between site administrators and
CMS computing. Accordingly, he/she needs to:
> Be familiar with CMS Computing Model and Operations.

> Be familiar with site infrastructure setup; know about reqular operational tasks done at the site.

> Fluently communicate with the local service responsibles, site executive, and to CMS computing
using the proper channels/forums.

> Follow/coordinate all open issues/tickets, attend the relevant weekly CMS meetings, process the
T1/T2 coordinators requests, ...

> To facilitite these tasks, CMS Operations created a single entry page with all
relevant CMS operational procedures and covering site contact duties:

> https://twiki.cern.ch/twiki/bin/view/CMS/CMST1SiteContactsResponsibilities

> https://twiki.cern.ch/twiki/bin/view/CMS/CMST2SiteContactsResponsibilities (soon available)
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) CMST1SiteContactsResponsibilities = CMS < TWiki - Mozilla Firefox

File  Edit Wew History Bookmarks Tools  Help

G - e o o Bl cem cntibiniienirSicnSTisteContactRespantites B i -| M- sous e = el
|-MGmaiI-Inbnx(l@éj-inseﬂi’x@.gmai.l.com | [MPIC Mail - Inbax (238) - flbe@pic. o5 | | (2] PIC - Calendario - () WLEG Collshoration Warkshop (in cor.. | .l CMsST1SiteContactsResponsibiliti... £3 i |-
|CMS Jurng Search T
L (5 CMS () Al wehs
cMs Tk = = CWMEYWeh = FacilitiesOps = CWST1 SiteContactsResponsibilities (21-Ap-2010, Andreasciaha) Edit | Attach PDF |

CIS Homepage . : SR

IS Tos Tier-1 CMS site contacts responsibilities

Chi

Md?e:ges Complete: —

520 lagaut by: DataOps & Faclips *

Create 3 LefiBar

* These contentz could wary dynamically. These are the responsibilties and expectations of Tier-1 site contacts by December 2009, & soon as other temns appear, the twiki will be updated

T1 Context | T1 Infrastructure . T1 Operations ' T1 Support T1 Contact Duties  T1 Meetings T Experiences  T1 relevant LURLs

The CMS Tier-1 context

Introduction

Inthe CWE Computing Model the Tier-1 regional centres have aspects of custodial data storage, re-reconstruction, data analysis and are also respansible for serving data to Tier-2s for
analysis, MC storage and User suppart,

The specification needed far the Tier-1's are the processing for re-reconstruction of custodial Datasets, the storage of custadial Datasets, netwarking in from Tier-0, Tier-1 interconnectivity
and Tier-1 to all Tier-25, processing for Analysis and 10 fram active starage for analysis.

Each Tier-1 centre has the fallowing rales in ChS:

Secuting, and rmaking availahle to users, a second copy of  share ofthe RAW data and reconstructed RECO data {the FEVT).
* Receiving and making available a copy ofthe full CM3 A0D data-set

Participating, with the Tier-0, to the timely calibration and feedback to the running experiment.

* Running large scale Physics Stream skims and selected reprocessing for analysis groups and individuals of CWS,

Saerming data-zets to the Tier-2 and other regional or institute computing facilities,

Securing and distributing Monte Carlo simulated samples produced in the Tier-2 and other centras.

Running production reprocessing passes of Primary Datasets and Monte Carlo Samples.

Ll

bwiki.cern.ch ()

RINEC. SOl

==



CMS Contacts responsibilities twikies

> The page offers useful information to site contact to proper configure all CMS
services at the site.

> Aview of CMS Operations at sites:
> how to proper configure TFC, site-local-config.xml

> how to properly handle data transfers at your site
> Dataset transfer request approval issues; look into the PhEDEX overview daily.

> how to run storage consistency checks

> how to efficiently use CMS monitoring tools; know at any time what’s occurring at the site
4

> Relevant meetings to attend; relevant Hypernews to be subscribed.

» (Collect all relevant URLs.
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> (MS Computing Operations and sites provide a relatively gooc
working distributed computing system according to CMS needs.

> (MS has effective communication channels with sites, although
they are diverse.

> These *new* twiki pages cover all relevant issues CMS contacts
need to address.

> The aim is to improve CMS contacts familiarity with CMS
Operations, with an expected improvement on site’s performance
and reliability.
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