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09:00–10:00 LHCb session

Subcontributions

LHCb and LHC conditions

Speaker

Philippe Charpentier 

CPU normalisation

Speaker

Ricardo Graciani Diaz 

Storage issues

Speaker

Philippe Charpentier 

10:00–12:30 CMS session

Subcontributions

Resource Utilization at Tier-1s

Speaker

Dr Jose Hernandez 

Workflow Efficiency and IO

Speaker

Oliver Gutsche 

Wide Area Transfers and Networking

Speakers

Dr Marie-Christine Sawley, Marie-Christine Sawley 

Custodial Data Storage

Speaker

Oliver Gutsche 

Tier-2 Utilization

Communications with CMS and Discussion

Speaker

Dr Josep Flix 

09:00 
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12:30–13:30 Lunch break

13:30–16:00 ATLAS session

Subcontributions

Introduction

Speaker

Kors Bos 

DDM

Speaker

Fernando Harald Barreiro Megino 

Status and Storage Resources for 2010-2011

Speaker

Dr Stephane Jezequel 

Site Setup

Speaker

Dr Rodney Walker 

Ganga Robot and Hammercloud

Speaker

Dan van der Ster 

16:00–17:30 ALICE session

Subcontributions

2010: Data Taking: ALICE Report and introduction to the ALICE session

Speakers

Dr Patricia Mendez Lorenzo, Mrs Galina Shabratova 

T2 feedback on setting-up and operating storage for the ALICE VO

Speaker

Mr Jean-Michel BARBET 

The WLCG services required by ALICE at the T2 sites: evolution of the CREAM-system,
VOBOXES and monitoring

Speaker

Dagmar Adamova 

ALICE Tier1 testbed at KISTI-NSDC

Speaker

Mr Christophe Bonnaud 

18:00 

Thursday 8 July

2


	Session Program
	7–9 Jul 2010

	WLCG Collaboration Workshop (in conjunction with GridPP) Experiment Jamborees
	Thursday 8 July
	Experiment Jamborees
	LHCb session
	LHCb and LHC conditions
	CPU normalisation
	Storage issues
	CMS session
	Resource Utilization at Tier-1s
	Workflow Efficiency and IO
	Wide Area Transfers and Networking
	Custodial Data Storage
	Tier-2 Utilization
	Communications with CMS and Discussion
	Lunch break
	ATLAS session
	Introduction
	DDM
	Status and Storage Resources for 2010-2011
	Site Setup
	Ganga Robot and Hammercloud
	ALICE session
	2010: Data Taking: ALICE Report and introduction to the ALICE session
	T2 feedback on setting-up and operating storage for the ALICE VO
	The WLCG services required by ALICE at the T2 sites: evolution of the CREAM-system, VOBOXES and monitoring
	ALICE Tier1 testbed at KISTI-NSDC




