
Level-1 Track Finding at CMS for the HL-LHC

• L1 tracking critical to achieve required event rate  
reductions for CMS at HL-LHC 
‣ Based on concept of double-sided pT modules 

• FPGA-based system provides full-detector tracking at 40 MHz with 4 µs latency 
‣ Extensive parallel processing in space+time to tackle combinatorial challenge 

• Hybrid algorithm combines road-search tracklet algorithm with Kalman Filter fit 
‣ Exploring “extended” (displaced) tracking to identify tracks due to long-lived particles 
‣ Working toward specifications of final system & next-level hardware demonstrators 
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Figure 2.5: (a) Correlation of signals in closely-spaced sensors enables rejection of low-pT parti-
cles; the channels shown in light green represent the “selection window” to define an accepted
“stub”. (b) The same transverse momentum corresponds to a larger distance between the two
signals at large radii for a given sensor spacing. (c) For the end-cap disks, a larger spacing
between the sensors is needed to achieve the same discriminating power as in the barrel at the
same radius. The acceptance window can therefore be tuned along with the sensor spacing to
achieve the desired pT filtering in different regions of the detector.

2.1.3 Overview of the Pixel detector design2812

The requirement of radiation tolerance is particularly demanding for the Pixel detector, as2813

shown above in Fig. 2.3. Preliminary studies show that good results can be obtained by us-2814

ing thin planar silicon sensors, segmented into very small pixels. With such a configuration the2815

detector resolution is much more robust with respect to radiation damage than the present de-2816

tector, where the precision relies on the ability to reconstruct the tails of the charge deposited in2817

a 300 micron-thick sensor. At the same time the required improvement in two-track separation2818

mentioned above is also obtained. Pixel sizes of 25 ⇥ 100 µm2 or 50 ⇥ 50 µm2 are being con-2819

sidered, representing a factor of 6 reduction in surface area compared to the present pixel cells.2820

For the readout chip, such a small pixel size can be achieved with the use of 65 nm CMOS tech-2821

nology and an architecture where a group of channels (pixel region) shares digital electronics2822

for buffering, control, and data formatting.2823

An alternative option that is being actively pursued is the possibility to use 3D silicon sensors,2824

offering intrinsically higher radiation resistance because of the shorter charge collection dis-2825

tance. As the production process is more expensive and so not suitable for large volumes, the2826

use of 3D sensors could be limited to the small regions of highest particle fluence.2827

The research on sufficiently radiation tolerant sensors and the design of the readout chip are2828

the key activities during this initial phase of the detector development. They are discussed in2829

Sections 2.2.1 and 2.2.2.2830

The new design will preserve the ease-of-access of the current detector that enables the possi-2831

bility to replace degraded parts over an Extended Technical Stop. The geometry of the Phase-I2832

detector [6] with 4 barrel layers and 3 forward disks is taken as a starting point. The forward2833

extension could be most simply realized by increasing the number of forward disks from 3 to2834

10, out of which the last 3 consist of the outer part only, in order to be compatible with the2835

conical section of the beam pipe. Such an extended pixel detector will have an active surface2836

of approximately 4 m2, compared to 2.7 m2 for the Phase-I detector. The time required for the2837
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Figure 2.4: Preliminary L1 tracking efficiency as a function of d0 for tracks originating from
displaced muons (PU = 0) with |h| < 2.0 and 2 < pT < 20 GeV. The efficiency is defined
with respect to truth-level particles that produced stubs in at least four layers/disks. The black
(filled) points show the baseline tracking (with a d0 = 0 constraint), the green (triangle) points
show the baseline tracking but using a 5-parameter track fit that allows for a nonzero d0, and
the red (open) points show the extended tracking using triplet seeds (for a ±5 cm optimization)
and a 5-parameter track fit.
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Figure 2.5: Left: Preliminary L1 tracking efficiency as a function of h for tracks with a flat pT
spectrum within 2–100 GeV and |h| < 2.4 in single electron events (PU = 0). Right: Preliminary
L1 tracking efficiency as a function of pT for tracks with a flat pT spectrum within 2–100 GeV
and |h| < 2.4 in single electron events (PU = 0). The efficiency is defined with respect to truth-
level particles that produced stubs in at least four layers/disks. The black (filled) markers
show the efficiencies for the baseline tracking, while the red (open) markers show those of the
extended tracking.

pileup2, most dominant in the barrel region as a consequence of the triplet seeds used. Work
is presently ongoing to understand the additional FPGA processing resources cost associated
with these potential improvements.

Emulation ⇔ Firmware Comparisons (1)

• Goal:  Systematic large-scale comparison between firmware & emulation

‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!
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Tracklet Method:  Project

• Project tracklets to other layers 
& disks to search for matching 
stubs

• Search windows derived from 
residuals between projected 
tracklets & stubs

• Both inside-out & outside-in
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Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

trackletstub pair

tracklet

fitted track

S. Kyriacou, B. Yates, 
J. Chaves, LS

Kalman Filter fitting

pT > 2 GeV


