Graph neural networks for FPGAS

Classification

Key challenges for implementing GNNs in FPGAs

 Number of operations

* Memory capacity and access

 (GarNetl'l addresses these issues

Electron identification efficiency

* No vertex-to-vertex edges
— Low RAM usage, regular access

« Nonlinearity in edge weights OO ey
— Encoder / decoder can be shallow | Regression

. Algorithm further simplified to fit in FPGA ol |

e |deas applicable to other GNNs it

 GarNet HLS implementation available in HLS4MLI2] a
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