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Motivation
• Ultraperipheral photon-initiated production: colour singlet photon 

naturally leads to events with intact ions/low multiplicity in final state.
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The anomalous magnetic moment of the tau lepton a⌧ = (g⌧ �2)/2 strikingly evades measurement,
but is highly sensitive to new physics such as compositeness or supersymmetry. We propose using
ultraperipheral heavy ion collisions at the LHC to probe modified magnetic �a⌧ and electric dipole
moments �d⌧ . We introduce a suite of one electron/muon plus track(s) analyses, leveraging the
exceptionally clean photon fusion �� ! ⌧⌧ events to reconstruct both leptonic and hadronic tau
decays sensitive to �a⌧ , �d⌧ . Assuming 10% systematic uncertainties, the current 2 nb�1 lead–lead
dataset could already provide constraints of �0.0080 < a⌧ < 0.0046 at 68% CL. This surpasses 15
year old lepton collider precision by a factor of three while opening novel avenues to new physics.

I. INTRODUCTION

Precision measurements of electromagnetic couplings
are foundational tests of quantum electrodynamics
(QED) and powerful probes of beyond the Standard
Model (BSM) physics. The electron anomalous mag-
netic moment ae = 1

2 (ge �2) is among the most precisely
known quantities in nature [1–5]. The muon counterpart
aµ is measured to 10�7 precision [6] and reports a 3� 4�

tension from SM predictions [7, 8]. This may indicate
new physics [9–12], to be clarified at Fermilab [13] and
J–PARC [14]. Measuring a` generically tests lepton com-
positeness [15], while supersymmetry at energy scales MS

induces radiative corrections �a` ⇠ m
2
`/M

2
S for leptons

with mass m` [9]. Thus the tau ⌧ can be m
2
⌧/m

2
µ ⇠ 280

times more sensitive to BSM physics than aµ.
However, a⌧ continues to evade measurement because

the short tau proper lifetime ⇠ 10�13 s precludes use
of spin precession methods [6]. The most precise single-
experiment measurement a

exp
⌧ is from DELPHI [16, 17]

at the Large Electron Positron Collider (LEP), but is re-
markably an order of magnitude away from the theoret-
ical central value a

pred
⌧, SM predicted to 10�5 precision [18]

a
exp
⌧ = �0.018 (17), a

pred
⌧, SM = 0.001 177 21 (5). (1)

The poor constraints on a⌧ present striking room for
BSM physics, especially given other lepton sector ten-
sions [19–26], and motivate new experimental strategies.

This Letter proposes a suite of analyses to probe a⌧

using heavy ion beams at the LHC. We leverage ultrape-
ripheral collisions (UPC) where only the electromagnetic
fields surrounding lead (Pb) ions interact. Tau pairs are
produced from photon fusion PbPb ! Pb(�� ! ⌧⌧)Pb,
illustrated in Fig. 1, whose sensitivity to a⌧ was sug-
gested in 1991 [27]. We introduce the strategy crucial
for experimental realization and importantly show that
the currently recorded dataset could already surpass LEP
precision. The LHC cross-section enjoys a Z

4 enhance-
ment (Z = 82 for Pb), with over one million �� ! ⌧⌧

events produced to date. Existing proposals using lep-
ton beams require future datasets (Belle-II) or proposed
facilities (CLIC, LHeC) [28–34], while LHC studies fo-
cus on high luminosity proton beams [35–40]. No LHC
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FIG. 4. Exclusive dilepton double dissociative.
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FIG. 5. Exclusive dilepton.
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FIG. 1. Pair production of tau leptons ⌧ from ultraperipheral
lead ion (Pb) collisions in two of the most common decay
modes: ⇡

±
⇡

0
⌫⌧ and `⌫`⌫⌧ . New physics can modify tau–

photon couplings a↵ecting the magnetic moment by �a⌧ .

analysis of �� ! ⌧⌧ exists as the taus have insu�cient
momentum for ATLAS/CMS to record or reconstruct.

Our proposal overcomes these obstructions in the clean
UPC events [41], enabling selection of individual tracks
from tau decays with no other detector activity akin to
LEP [16]. We exploit recent advances in low momentum
electron/muon identification [42–44] to suppress hadronic
backgrounds. We then present a shape analysis sensitive
to interfering SM and BSM amplitudes to enhance a⌧

constraints. Our strategy also probes tau electric dipole
moments d⌧ induced by charge–parity (CP) violating new
physics. This opens key new directions in the heavy ion
program amid reviving interest in photon collisions [45–
47] for light-by-light scattering [48–51], standard candle
processes [52–56], and BSM dynamics [57–67].

II. EFFECTIVE THEORY & PHOTON FLUX

The anomalous ⌧ magnetic moment a⌧ = (g⌧ � 2)/2 is
defined by the spin–magnetic Hamiltonian �µ⌧ · B =
�(g⌧e/2m⌧ )S · B. In the Lagrangian formulation of
QED, electromagnetic moments arise from the spinor
tensor �

µ⌫ = i[�µ
, �

⌫ ]/2 structure of the fermion current
interacting with the photon field strength Fµ⌫

L = 1
2 ⌧̄L�

µ⌫
⇣
a⌧

e
2m⌧

� id⌧�5

⌘
⌧RFµ⌫ . (2)
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LbyL scattering/ALPS
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1 Introduction
Elastic light-by-light (LbL) scattering, gg ! gg, is a pure quantum mechanical process that
proceeds, at leading order in the quantum electrodynamics (QED) coupling a, via virtual box
diagrams containing charged particles (Fig. 1, left). In the standard model (SM), the box di-
agram involves contributions from charged fermions (leptons and quarks) and the W± bo-
son. Although LbL scattering via an electron loop has been indirectly tested through the high-
precision measurements of the anomalous magnetic moment of the electron [1] and muon [2],
its direct observation in the laboratory remains elusive because of a very suppressed produc-
tion cross section proportional to a4 ⇡ 3 ⇥ 10�9. Out of the two closely-related processes—
photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon split-
ting in a strong magnetic field (“vacuum birefringence”) [4, 5]—only the former has been
clearly observed [6]. However, as demonstrated in Ref. [7], the LbL process can be experi-
mentally observed in ultraperipheral interactions of ions, with impact parameters larger than
twice the radius of the nuclei, exploiting the very large fluxes of quasireal photons emitted by
the nuclei accelerated at TeV energies [8]. Ions accelerated at high energies generate strong elec-
tromagnetic fields, which, in the equivalent photon approximation [9–11], can be considered
as g beams of virtuality Q

2 < 1/R
2, where R is the effective radius of the charge distribu-

tion. For lead (Pb) nuclei with radius R ⇡ 7 fm, the quasireal photon beams have virtuali-
ties Q

2 < 10�3 GeV2, but very large longitudinal energy (up to Eg = g/R ⇡ 80 GeV, where
g is the Lorentz relativistic factor), enabling the production of massive central systems with
very soft transverse momenta (pT . 0.1 GeV). Since each photon flux scales as the square of
the ion charge Z

2, gg scattering cross sections in PbPb collisions are enhanced by a factor of
Z

4 ' 5 ⇥ 107 compared to similar proton-proton or electron-positron interactions.
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Figure 1: Schematic diagrams of light-by-light scattering (gg ! gg, left), QED dielectron
(gg ! e+e�, centre), and central exclusive diphoton (gg ! gg, right) production in ultra-
peripheral PbPb collisions. The (⇤) superscript indicates a potential electromagnetic excitation
of the outgoing ions.

Many final states have been measured in photon-photon interactions in ultraperipheral colli-
sions of proton and/or lead beams at the CERN LHC, including gg ! e+e� [12–21], gg !
W+W� [22–24], and first evidence of gg ! gg reported by the ATLAS experiment [25] with a
signal significance of 4.4 standard deviations (3.8 standard deviations expected). The final-state
signature of interest in this analysis is the exclusive production of two photons, PbPb ! gg !
Pb(⇤)ggPb(⇤), where the diphoton final state is measured in the otherwise empty central part
of the detector, and the outgoing Pb ions (with a potential electromagnetic excitation denoted
by the (⇤) superscript) survive the interaction and escape undetected at very low q angles with
respect to the beam direction (Fig. 1, left). The dominant backgrounds are the QED production
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• Clean production mechanism and BSM probe.
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• A MC event generator for CEP 
processes. Common platform for:

‣ QCD-induced CEP.

‣ Photoproduction.

‣ Photon-photon induced CEP.

• For pp, pA and AA collisions.  Weighted/unweighted events (LHE, 
HEPMC) available- can interface to Pythia/HERWIG etc as required.

SuperChic 4

https://superchic.hepforge.org
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• In heavy ions, currently implemented 
of most relevance:

‣ Lepton pairs.

‣ LbyL scattering.

‣ ALPs.

‣ Monopoles

• But open to collaboration/discussion 
for including other channels!



SuperChic 4: Heavy Ions

• Basic idea: apply equivalent photon approximation.

• Cross section given in terms of:
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Abstract

1 Introduction

2 Heavy Ion Collisions

2.1 �� collisions – unscreened case

Ignoring for now the possibility of additional ion–ion interactions, we can apply the usual
equivalent photon approximation [1]. The cross section for the production of a system of
mass MX and rapidity YX is given by

�N1N2!N1XN2 =

Z
dx1dx2 n(x1)n(x2)�̂��!X , (1)

=

Z
dMXdYX

2MX

s
n(x1)n(x2)�̂��!X , (2)

where the photon flux is given by

n(xi) =
↵

⇡xi

Z
d2
qi?

q2i?
+ x2

im
2
Ni

✓
q
2
i?

q2i?
+ x2

im
2
Ni

(1� xi)FE(Q
2
i ) +

x
2
i

2
FM(Q2

i )

◆
, (3)

in terms of the transverse momentum qi? and longitudinal momentum fraction xi of the
parent nucleus carried by the photon1. The modulus of the photon virtuality, Q2

i , is given by

Q
2
i =

q
2
i?

+ x
2
im

2
Ni

1� xi
, (4)

1Correspondingly, we have s = A1A2snn, where snn is the squared c.m.s. energy per nucleon and Ai is
the ion mass number.

Photon flux 
from ion

Subprocess cross section

2 David d’Enterria for the CMS Collaboration / Nuclear Physics A 00 (2018) 1–4

Fig. 1. Diagrams of light-by-light scattering (�� ! ��, left), QED dielectron (�� ! e
+

e
�, center), and central exclusive diphoton

(gg! ��, right) production in ultraperipheral PbPb collisions (with potential electromagnetic excitation (⇤) of the outgoing Pb ions).

undetected at very low angles (Fig. 1, left). The dominant backgrounds are the QED production of an ex-
clusive electron-positron pair (�� ! e

+
e
�, Fig. 1 center) where the e

± are misidentified as photons, and
gluon-induced central exclusive production (CEP) [6] of a pair of photons (Fig. 1, right). Simulations of
the light-by-light signal are generated with madgraph v.5 [7] Monte Carlo (MC) generator, modified [1, 8]
to include the nuclear � fluxes and the elementary LbL scattering cross section [9]. Background QED e

+
e
�

events are generated with starlight v2.76 [10]. The CEP process, gg ! ��, is simulated with superchic
2.0 [11], where the computed pp cross section [6] is conservatively scaled to the PbPb case by multiplying
it by A

2
R

4
g
, where A = 208 is the lead mass number and Rg ⇡ 0.7 is a gluon shadowing correction in the

relevant kinematical range [12], and where the rapidity gap survival factor is taken as 100%. Given the
large theoretical uncertainty of the CEP process for PbPb collisions, the absolute normalization of this MC
contribution is directly determined from a control region in the data.

2. Experimental measurement

The measurement is carried out using the following detectors of the CMS experiment [13]: (i) the silicon
pixel and strip tracker measures charged particles within pseudorapidities |⌘| < 2.5 inside the 3.8 T magnetic
field, (ii) the lead tungstate crystal electromagnetic calorimeter (ECAL) and a brass and scintillator hadron
calorimeter (HCAL) reconstruct �, e±, and hadrons respectively over |⌘| = 3, and (iii) the hadron forward
calorimeters (HF) measure particle production up to |⌘| = 5.2. Exclusive diphoton candidates are selected
with a dedicated level-1 trigger that requires at least two electromagnetic (e.m.) clusters with ET above
2 GeV and at least one HF detector with total energy below the noise threshold. O✏ine, photons and
electrons are reconstructed with the particle flow algorithm [14]. In the case of photons, to keep to a
minimum the e

± contamination, we require them to be fully unconverted. Additional particle identification
(ID) criteria are applied to remove � from high-pT ⇡0 decays, based on a shower shape analysis. Electron
candidates are identified by the association of a charged-particle track from the primary vertex with clusters
of energy deposits in the ECAL. Additional e

± ID criteria discussed in Ref. [15] are applied.
Charged and neutral exclusivity requirements are applied to reject events with any charged particles

with pT > 0.1 GeV over |⌘| < 2.4, and neutral particles above detector noise thresholds over |⌘| < 5.2.
Nonexclusive backgrounds, characterized by a final state with larger transverse momenta and larger diphoton
acoplanarities, A� = (1 � ����/⇡), than the back-to-back exclusive �� events, are eliminated by requiring
the transverse momentum of the diphoton system to be p��T < 1 GeV, and the acoplanarity of the pair to be
A� < 0.01. The same analysis carried out for the LbL events is done first on exclusive e

+
e
� candidates,

with the exception that exactly two opposite-sign electrons, instead of exactly two photons, are exclusively
reconstructed. Figure 2 (top left) shows the acoplanarity distribution measured in exclusive QED e

+
e
�

events passing all selection criteria (circles) compared to the starlightMC expectation (histogram). A good

• The flux         well-known, given in terms of ion EM form factor               , 
related to proton distribution within ion

Fp(Q
2)

For the proton, we have mNi = mp and the form factors are given by

FM(Q2
i ) = G

2
M(Q2

i ) FE(Q
2
i ) =

4m2
pG

2
E(Q

2
i ) +Q

2
iG

2
M(Q2

i )

4m2
p +Q2

i

, (5)

with

G
2
E(Q

2
i ) =

G
2
M(Q2

i )

7.78
=

1
�
1 +Q2

i /0.71GeV2
�4 , (6)

in the dipole approximation, where GE and GM are the ‘Sachs’ form factors. For the heavy
ion case the magnetic form factor is only enhanced by Z, and so can be safely dropped. We
then have

FM(Q2
i ) = 0 FE(Q

2
i ) = F

2
p (Q

2
i )G

2
E(Q

2
i ) , (7)

where Fp(Q2)2 is the squared charge form factor of the ion. Here, we have factored o↵
the G

2
E term, due to the form factor of the protons within the ion; numerically this has a

negligible impact, as the ion form factor falls much more steeply, however we include this for
completeness. The ion form factor is given in terms of the proton density in the ion, ⇢p(r),
which is well described by the Woods–Saxon distribution [2]

⇢p(r) =
⇢0

1 + exp (r �R)/d
, (8)

where the skin thickness d ⇠ 0.5�0.6 fm, depending on the ion, and the radius R ⇠ A
1/3. In

other words, we have to good approximation a constant density ⇢0, which is set by requiring
that Z

d3
r ⇢p(r) = Z , (9)

The charge form factor is then simply given by the Fourier transform

Fp(|~q|) =
Z

d3
r e

i~q·~r
⇢p(r) , (10)

in the rest frame of the ion; in this case we have ~q
2 = �Q

2, so that written covariantly this
corresponds to the F (Q2) which appears in (7). In impact parameter space, the coherent
amplitude is given by a convolution of the transverse proton density within the ion, and
the amplitude for photon emission from individual protons: hence in transverse momentum
space we simply multiply by the corresponding form factor. This is shown in Fig. 1 for the
case of Cu and 208Pb, for which we take [3]

R = (1.31A1/3 � 0.84) fm , d = 0.55 fm , (11)

for concreteness. The sharp fall o↵ with Q
2 is clear, with the form factors falling to roughly

zero by
p
Q2 ⇠ 3/R ⇠ 0.1 GeV; for the smaller Cu ion this extends to somewhat larger Q2

values.
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Figure 2: Normalized charge form factor due to lead and copper ions.

for concreteness. The sharp fall o↵ with Q
2 is clear, with the form factors falling to roughly zero

by
p

Q2 ⇠ 3/R ⇠ 0.1 GeV; for the smaller Cu ion this extends to somewhat larger Q
2 values.

The above results, which are written at the cross section level, completely define the situation
in the absence of screening corrections. However for the purpose of future discussion we can also
write this in terms of the amplitude

T (q1?, q2?) = N1N2 q
µ
1?q

⌫
2?Vµ⌫ , (13)

where Vµ⌫ is the �� ! X vertex, and the normalization factors are given by

Ni =

✓
↵

⇡xi
(1 � xi)

◆1/2
F (Q2

i )

q2
i?

+ x2
i m

2
Ni

. (14)

Indeed, the derivation of the equivalent photon approximation at the amplitude level has pre-
cisely this Lorentz structure2. This then reduces to the usual cross section level result after
noting that we can write

q
i
1?q

j
2?

Vij =

8
>>>><

>>>>:

�1
2(q1? · q2?)(M++ + M��) (JP

z = 0+)

� i
2 |(q1? ⇥ q2?)|(M++ � M��) (JP

z = 0�)

+1
2((qx

1?
q
x
2?

� q
y
1?

q
y
2?

) + i(qx
1?

q
y
2?

+ q
y
1?

q
x
2?

))M�+ (JP
z = +2+)

+1
2((qx

1?
q
x
2?

� q
y
1?

q
y
2?

) � i(qx
1?

q
y
2?

+ q
y
1?

q
x
2?

))M+� (JP
z = �2+)

(15)

where M±± corresponds to the �(±)�(±) ! X helicity amplitude. We then have

Z
d2

q1?d2
q2?|T (q1?, q2?)|2 = n(x1)n(x2)

1

4

X

�1�2

|M�1�2 |2 , (16)

after performing the azimuthal angular integration on the left hand side.
The cross section is then given by

�N1N2!N1XN2 =

Z
dx1dx2d

2
q1?d2

q2?PSi|T (q1?, q2?)|2 , (17)

1Correspondingly, we have s = A1A2snn, where snn is the squared c.m.s. energy per nucleon and Ai is the ion
mass number.

2Strictly speaking this is only true for the contribution proportional to the electric form factors, see [12] for
further discussion; however here we indeed take FM = 0.
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For the proton, we have mNi = mp and the form factors are given by
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in the dipole approximation, where GE and GM are the ‘Sachs’ form factors. For the heavy
ion case the magnetic form factor is only enhanced by Z, and so can be safely dropped. We
then have
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where Fp(Q2)2 is the squared charge form factor of the ion. Here, we have factored o↵
the G

2
E term, due to the form factor of the protons within the ion; numerically this has a

negligible impact, as the ion form factor falls much more steeply, however we include this for
completeness. The ion form factor is given in terms of the proton density in the ion, ⇢p(r),
which is well described by the Woods–Saxon distribution [2]
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, (8)
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1/3. In

other words, we have to good approximation a constant density ⇢0, which is set by requiring
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for concreteness. The sharp fall o↵ with Q
2 is clear, with the form factors falling to roughly

zero by
p
Q2 ⇠ 3/R ⇠ 0.1 GeV; for the smaller Cu ion this extends to somewhat larger Q2

values.

2

• Form factor rapidly falling with 
photon     .

• Input parameters for e.g. Pb 
have very small uncertainties

Figure 2: Normalized charge form factor due to lead and copper ions.
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p
s [TeV] �0 [mb] a [GeV2 ] b [GeV�2] c
5.02 146 0.180 20.8 0.414
8.16 159 0.190 26.3 0.402
39 228 0.144 23.3 0.397
63 245 0.150 28.0 0.390

Table 1: The parameters of the one channel eikonal description of nucleon–nucleon amplitude,
described in the text.

instead apply a simpler one–channel approach here. The parameters of this model are tuned
in order to closely reproduce the more complete result of the two–channel model of [32] for the
elastic pp cross section in the relevant lower t region, in particular before the first di↵ractive dip.
The result is shown in Fig. 3.

In more detail, the nucleon opacity is given by

⌦(b?) = � i

s

1

4⇡2

Z
d2

q? e
i~q?·~b?AIP (�q

2) , (31)

where AIP is the elastic amplitude due to single Pomeron exchange, given by

AIP = is�0�
2(t) . (32)

For the form factors � we take

�(t) = exp (�(b(a � t))c + (ab)c) , (33)

with the precise numerical values given in Table 1 (for other values of
p

s we use a simple
interpolation). We note that in the above, we have the same scattering amplitude in the neutron
and protons cases, due the high energy nature of the interaction and dominance of Pomeron
exchange in this region.

The opacity and probability for no inelastic scattering, e
�⌦A1A2 (b?), in lead–lead collisions

are shown in Fig. 4. For the neutron and proton densities we take as before the Wood–Saxons
distribution (9), with the experimentally determined values [37]

Rp = 6.680 fm , dp = 0.447 fm ,

Rn = (6.67 ± 0.03) fm , dn = (0.55 ± 0.01) fm . (34)

The solid curve corresponds to the central values, while for the dashed curves we take values
for the neutron density at the lower and upper end of the 1� uncertainties, for illustration. For
lower values of b? . 2R (here we define R ⇠ Rp,n for simplicity), where the colliding ions are
overlapping in impact parameter space, we can see that the probability is close to zero, while for
larger b? & 2R this approaches unity, as expected. However we can see that this transition is
not discrete, with the probability being small somewhat beyond 2R, due both to the non–zero
skin thickness of the ion densities and range of the QCD single–Pomeron exchange interaction.
This will be missed by an approach that is often taken in the literature, namely to simply to
cuto↵ the cross in impact parameter space when b? < 2R. Comparing to (19), we can see that
this corresponds to taking instead

e
�⌦(b)/2 = ✓(b � 2R) . (35)

The value at which this would turn on is indicated in Fig. 4. As our more realistic result turns
on smoothly above 2R, this will correspond to somewhat suppressed exclusive cross sections in
comparison. For ultra–peripheral photon-initiated interactions, where the dominant contribu-
tion to the cross section comes from b? � 2R, this will have a relatively mild impact, but for
QCD–initiated production a complete treatment is essential.
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• Final element of calculation: what about possibility for additional soft 
particle production from ion-ion interactions       the survival factor?)
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where λC(A) is the Compton wavelength of the ion. xmax is 4×10−3, 3×10−4,
1.4× 10−4 for O, Sn, Pb ions, respectively. Here and also throughout the rest
of the paper we use natural units, i.e., h̄ = c = 1.

b>R +R

Z

Z

1 2

Fig. 1. A fast moving nucleus with charge Ze is surrounded by a strong electro-
magnetic field. This can be viewed as a cloud of virtual photons. These photons can
often be considered as real. They are called “equivalent” or “quasireal photons”. In
the collision of two ions these quasireal photons can collide with each other and with
the other nucleus. For very peripheral collisions with impact parameters b > 2R,
this is useful for photon-photon as well as photon-nucleus collisions.

The collisions of e+ and e− has been the traditional way to study γγ collisions.
Similarly photon-photon collisions can also be observed in hadron-hadron col-
lisions, see Fig. 1. Since the photon number scales with Z2 (Z being the charge
number of the nucleus) such effects can be particularly large. This factor of
>∼ 6000 (corresponding to Au, Z = 79) is the reason why the name “gold
flashlight” [9] has been used to describe very peripheral (AuAu) collisions at
RHIC.

Similarly the strong electromagnetic field can be used as a source of photons
to induce electromagnetic reactions in the second ion, see Fig. 1. Since the
ion, which is hit by these photons, is moving in the collider frame the photon-
hadron invariant masses can become very high. In the rest frame of one of the
ions (sometimes called the ”target frame”) the Lorentz factor of the other ion
is given by γion = 2γ2

lab−1, where γlab is the Lorentz factor in the collider (cm)
frame. The maximum photon energy in this frame is 500 TeV for the LHC
and 600 GeV for RHIC.

This high equivalent photon flux has already found many useful applications in
nuclear physics [10], nuclear astrophysics [11,12], particle physics [13] (some-
times called the “Primakoff effect”), as well as, atomic physics [14]. Previous
reviews of the present topic can be found in [15–18].

The theoretical tool to analyze very peripheral collisions is the equivalent
photon method. This method is described in Chap. 2. The equivalent photon
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 collisions - survival factor
• Basic approach - consider collision in impact parameter 
space. If ions overlap, will generally have additional 
particle production. So require:  

��

|b1? � b2? | > R1 +R2

• In more detail, condition is not discrete - some overlap can occur. 
Schematically:

                                  : survival factor - probability for no additional particle 
production at impact parameter                            . Roughly:

but not exact!

e�⌦A1A2 (
~b1?�~b2?)

e�⌦A1A2 (
~b1?�~b2?) ⇡ ✓(b? �R1 �R2)

b? = |~b1? �~b2?|
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Ion-ion survival factor
• In more 
detail, we have:

Figure 2: Elastic proton–proton cross section d�/dt at 5,02, 8.16, 39 and 63 TeV (from top to
bottom). The predictions calculated within the two–channel model [7] and the one channel
eikonal model described in the text are shown by the red and dashed black lines, respectively.
In both cases only the |ImAel|2 contribution to d�/dt is shown.

2.3 The ion–ion opacity

Having introduced the ion–ion opacity above, which encodes the probability for no additional
ion–ion rescattering at di↵erent impact parameters, we must describe how we calculate this.
The ion–ion opacity is given in terms of the opacity due to nucleon–nucleon interactions,
⌦nn, which is in turn given by a convolution of the nucleon–nucleon scattering amplitude
Ann and the transverse nucleon densities Tn. In particular we have

⌦A1A2(b?) =

Z
d2
b1?d

2
b2?TA1(b1?)TA2(b2?)Ann(b? � b1? + b2?) , (23)

with TA given in terms of the nucleon density

TA(b?) =

Z
dz ⇢A(r) =

Z
dz (⇢n(r) + ⇢p(r)) , (24)

of the corresponding ion. For the case of pA collisions, we simply make the replacement

TA(b?) ! �
(2)(~b?) , (25)

for the A ! p replacement. The nucleon–nucleon scattering amplitude is given in terms of
the nucleon opacity ⌦(b?) via

Ann(b?) = 2(1� e
�⌦(b?)/2) . (26)
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is transverse nucleon density.

: nucleon-nucleon scattering amplitude.

i.e. schematically given in terms of integrating individual nucleon-nucleon 
scatterings over the overlap area of the ions.

p
s [TeV] �0 [mb] a [GeV2 ] b [GeV�2] c
5.02 146 0.180 20.8 0.414
8.16 159 0.190 26.3 0.402
39 228 0.144 23.3 0.397
63 245 0.150 28.0 0.390

Table 1: The parameters of the one channel eikonal description of proton–proton amplitude,
described in the text.
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Figure 3: Ion–ion opacity (left) and probability for no inelastic scattering (right) for lead–lead
collisions, as a function of the lead impact parameter b?.

For lower values of b? . 2R (⇠ Rp,n), where the colliding ions are overlapping in impact
parameter space, we can see that the probability is close to zero, while for larger b? & 2R this
approaches unity, as expected. However we can see that this transition is not discrete, with
the probability being small somewhat beyond 2R, due both to the non–zero skin thickness
of the ion densities and range of the QCD single–Pomeron exchange interaction. This will
be missed by the approach that is often taken in the literature, namely to simply to cuto↵
the cross in impact parameter space when b? < 2R. Comparing to (18), we can see that this
corresponds to taking instead

e
�⌦(b)/2 = ✓(b� 2R) . (33)

The value at which this would turn on is indicated in Fig. 3. As discussed above, the
more realistic results above turn on smoothly above 2R, and so will correspond to somewhat
suppressed exclusive cross sections (i.e. without secondary particle production) in comparison
to this. For ultra–peripheral photon-initiated interactions, where the dominant contribution
to the cross section comes from b? � 2R, this will have a fairly small impact, but as we will
see for QCD–initiated production this is no longer the case.
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• Result for Pb-Pb*:

       expect larger suppression 
vs. simple                   cut.b? > 2R
)

⇥(b? � 2R)
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Exclusive production: theory
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• Recall formula for exclusive     -initiated production in terms of EPA 
photon flux

• Why is this not an exact equality? Because we are asking for final state 
with intact protons, object      and nothing else- colliding protons may 
interact independently: ‘Survival factor’.
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Figure 4: The pure EPA predictions for the ATLAS pp [13,15] and PbPb [23] data as a function of a lower cut
on the hadron–hadron impact parameter b?, considered as a ratio to the full EPA result, i.e. integrated down
to zero b?. All results apply the corresponding experimental event selection. The values of twice the proton and
lead radii are indicated.

a similar value for the survival factor to the more complete two–channel approach. However,
for our purposes we do not pursue this interpretation further, but simply treat this as a free
parameter with which to investigate the impact of modifications to the description of proton–
proton interactions on the survival factor. We can in e↵ect interpret variations of C⇤ about this
value as corresponding variations in the input value of the �tot

pp , which is known experimentally
with percent level precision. Such an interpretation is not completely direct, as in reality a
more complete modelling is required than this single–channel approach, but it allows us to get
a handle on how quite extreme variations in this parameter give rather small e↵ects on the
survival factor.

In Table 4 we show results for 7 and 13 TeV as before, but using the above simplified model
of the survival factor, and consider a very extreme range of C⇤ = 1�2. We emphasise that such
a range is certainly incompatible with existing data on hadronic interactions, e.g. the upper
(lower) end will correspond to values of �tot

pp that are far too high (low). However, even taking
this extreme range we can see that the corresponding variation in the survival factor is relatively
small, with the lower end of the predictions (corresponding to C⇤ = 2) still overshooting the
ATLAS data. This result is indicative of a straightforward geometric fact about the elastic
photon–initiated cross section, namely that even taking an artificially large inelastic proton–
proton scattering cross section, there is a sizeable fraction of the cross section that in impact
parameter space is simply outside the range of such inelastic QCD interactions.

To demonstrate this, in Fig. 4 we show the pure EPA predictions for the ATLAS pp and
PbPb data as a function of a lower cut on the hadron–hadron impact parameter b?, considered
as a ratio to the full EPA result, i.e. integrated down to zero b?. This shows the fractional
contribution to the total cross sections, prior to including survival e↵ects, coming from the region
of impact parameter space greater than a given b?, and is therefore a measure of precisely how
peripheral the interaction is. We can see that in all cases a significant fraction of the cross
section comes from the region of rather high b? � 2rp, 2RA, which we can therefore expect to
be untouched by survival e↵ects, irrespective of the particular model applied. We note that
the di↵erence between the 7 and 13 TeV pp cases is driven primarily not by the c.m.s. energy
but rather the lower p? cut in the 13 measurement, which as discussed above leads to a more
peripheral interaction; this is clearly seen in the figure. Due to the larger ion radius, the PbPb
is as expected significantly more peripheral, though the impact of survival e↵ects will of course
extend out to much larger b? for the same reason.

13

• Impact parameter 
dependence of cross section:

8



In more detail…

• Survival factor not exactly unity, and depends on process/kinematics.
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⌦
S2

↵
=

R
d2q1?d

2q2? |T b+sc.(q1? , q2?)|2R
d2q1?d

2q2? |T (q1? , q2?)|2

in the rest frame of the ion; in this case we have ~q2 = Q2, so that written covariantly this
corresponds to the FE(Q2) which appears in (6).

Now, as usual we must also account for the so–called survival factor, that is the probability
of no additional inelastic hadron–hadron interactions, which would spoil the required exclusivity
of the event. This is discussed in [1], and we only briefly highlight the relevant elements here.
To account for these e↵ects, we do not apply (1) directly, but rather work at the amplitude level.
Focussing on the dominant contribution from the electric from factor, FE , we write

T (q1?, q2?) = N1N2 q
µ
1?q

⌫
2?Vµ⌫ , (10)

where Vµ⌫ is the �� ! X vertex, and the normalization factors are

Ni =

✓
↵

⇡xi
(1� xi)FE(Q

2
i )

◆1/2 1

q2i? + x2im
2
Ni

. (11)

In terms of this, the production cross section (1) is given by

�N1N2!N1XN2 =

Z
dx1dx2d

2q1?d
2q2?PSi|T (q1?, q2?)|2 , (12)

where PSi is defined for the 2 ! i process to reproduce the corresponding cross section �̂, i.e.
explicitly

PS1 =
⇡

M2
X

�(ŝ�M2) , PS2 =
1

64⇡2M2
X

Z
d⌦ . (13)

One can show that in the kinematic regime relevant to the EPA, (12) reduces to (1). However, by
working with the amplitude T directly we can readily account for soft survival e↵ects. We again
refer the reader to [1] for details of this, but simply note here that this is most straightforwardly
expressed in impact parameter space, where the average survival factor is given by

hS2
eiki =

R
d2b1? d2b2? |T̃ (s, b1?, b2?)|2 exp(�⌦N1N2(s, b?))R

d2 b1?d2b2? |T̃ (s, b1?, b2?)|2
, (14)

where bi? = |~bi?| is the impact parameter vector of ion i, so that ~b? = ~b1? +~b2? corresponds
to the transverse separation between the colliding ions. T̃ (s, b1?, b2?) is the amplitude (10) in
impact parameter space, and ⌦N1N2(s, b?) is the ion–ion opacity; physically exp(�⌦N1N2(s, b?))
represents the probability that no inelastic scattering occurs at impact parameter b?.

We note that in (14) the �� ! X (with X = l+l� in the current case) amplitude has an
impact parameter dependence, which we correctly account for in our approach. This derives
from the dependence in momentum space of the amplitude on the transverse momenta qi? of the
incoming photons, which itself is driven by the helicity structure of the corresponding amplitudes
(recalling in particular that the photon polarization vector ✏(q) / qi? in the on–shell limit). This
modifies both the value of the survival factor, and leads to a process dependence in it. This
is often ignored in the literature, see e.g. [5, 27, 28], but we emphasise is a physical e↵ect that
should be included.

2.2 Removing the bi? < RA region

The exp(�⌦N1N2(s, b?)) factor in (14) is approximately given by

e�⌦(s,b?)/2 ⇡ ✓(b? � 2RA) , (15)

that is, it strongly damps the cross section for hadron–hadron impact parameters less than 2RA,
where the probability of additional inelastic interactions is rather high; though we emphasise

5
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Kinematics Process

• NB: this process dependence is often (incorrectly) omitted in literature
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• Consider dimuon production 
in PbPb.

• Survival factor ~ 0.7-0.8 at 
low mass, but lower at high 
mass.

• Some (mild) dependence on 
rapidity.
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Comparison to data
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Exclusive dimuon production in ultraperipheral

Pb+Pb collisions at
p
s

NN
= 5.02 TeV with ATLAS

The ATLAS Collaboration

Exclusive dimuon production in ultraperipheral collisions (UPC), resulting from photon–
photon interactions in the strong electromagnetic fields of colliding high-energy lead nuclei,
PbPb(WW) ! `

+
`
�(Pb(¢)Pb(¢) ), is studied using Lint = 0.48 nb�1 of

p
BNN = 5.02 TeV lead–

lead collision data at the LHC with the ATLAS detector. Dimuon pairs are measured in the
fiducial region ?T,` > 4 GeV, |[` | < 2.4, invariant mass <`` > 10 GeV, and ?T,`` < 2 GeV.
The primary background from single-dissociative processes is extracted from the data using
a template fitting technique. Di�erential cross sections are presented as a function of <``,
absolute pair rapidity (|H`` |), scattering angle in the dimuon rest frame (| cos o¢

``
|) and the

colliding photon energies. The total cross section of the UPC WW ! `
+
`
� process in the

fiducial volume is measured to be f
``

fid = 34.1±0.3(stat.)±0.7(syst.) `b. Generally good
agreement is found with calculations from STARlight, which incorporate the leading-order
Breit–Wheeler process with no final-state e�ects, albeit di�erences between the measurements
and theoretical expectations are observed. In particular, the measured cross sections at larger
|H`` | are found to be about 10-20% larger in data than in the calculations, suggesting the
presence of larger fluxes of photons in the initial state. Modification of the dimuon cross
sections in the presence of forward and/or backward neutron production is also studied and is
found to be associated with a harder incoming photon spectrum, consistent with expectations.

© 2020 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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Figure 1: Diagrams for the (a) leading-order PbPb(WW) ! `
+
`
� (PbPb) and (b) next-to-leading-order PbPb(WW) !

`
+
`
� + W(PbPb) (middle) Breit–Wheeler process in Pb+Pb collisions, and (c) the dissociative PbPb(WW¢) !

`
+
`
� + - (Pb¢Pb) process where one photon is emitted from the substructure of one of the nucleons, leading to

nucleon fragmentation in the far-forward direction.

example of which is shown in Figure 1(b), where the muons are accompanied by additional resolved soft
photons in the final state. Dissociative processes, where one photon is emitted by charged constituents of
a nucleon, as shown in Figure 1(c), are also neglected by most models, in part due to the fact that these
processes are not coherently enhanced.

The study of exclusive dimuon cross sections, conditional on observations of forward neutron production
in the direction of one or both incoming nuclei, provides an additional experimental handle on the impact
parameter range sampled in the observed events [12, 18–20]. In any particular collision, soft photons
emitted by one lead nucleus (Pb) can excite the other (Pb¢), typically through the giant dipole resonance
(GDR) [21], and induce the emission of one or more neutrons, each of which carry, on average, the full
per-nucleon beam energy. Since the probability of these excitations, as well as the overall hardness of the
photon spectrum, is correlated with the nucleus–nucleus impact parameter 1 [12], events with neutron
excitation are typically correlated with harder photon collisions. In STARlight, dilepton cross sections
associated with forward neutron production are calculated by convolving di�erential cross sections for
low-energy photonuclear neutron production with the expected photon fluxes, thus in principle providing
an essentially parameter-free prediction. Of course, the contribution from nucleonic dissociative processes
must be subtracted before comparisons with data.

Exclusive dimuon cross sections are usually presented as a function of the following quantities of the
dimuon final state:

• The dimuon invariant mass <``, which is equivalent to, , the center-of-mass energy of the colliding
WW system.

• The dimuon pair rapidity H``, which is the rapidity of the four-vector sum of the two muons.
Conservation of longitudinal momentum implies that H`` is equal to the rapidity of the WW system.

• The cosine of the dimuon scattering angle o
¢ in the WW center-of-mass frame, | cos o¢

``
|. This is

calculated from the rapidities of the two muons, H+ and H�, as tanh [(H+ � H�)/2].

• The acoplanarity U = 1 � |�q`` |/c which reflects, in part, the initial dimuon ?T,``.

While these are all final-state observables, the fact that the final state consists of only the two muons allows
the initial photon energies (:1 and :2) to be determined from the final-state muons. This is described in
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Figure 7: (top) Di�erential cross sections shown as a function of <`` in bins of |H`` | compared with cross sections
from STARlight and (bottom) the ratio of data to STARlight. Statistical uncertainties are shown as error bars while
total systematic uncertainties are shown as gray bands.

in the signal yields. It should be noted that only 1.5% of the data are removed by the ?T,`` < 2 GeV
selection, which was chosen to limit the dissociative contributions. The same ?T selection only removes
a small fraction of STARlight events even including FSR e�ects. However, the FSR separately has the
e�ect of reducing the STARlight cross sections by about 4%, due to the reduction in ?T of one or both
muons from the extra radiation. This e�ect is not included in the nominal STARlight comparisons, except
in comparisons of data with the full U distribution.

After integrating over the full fiducial phase space (?T,` > 4 GeV, |[` | < 2.4,<`` > 10 GeV, ?T,`` < 2 GeV),
the measured total cross section is f``

fid = 34.1±0.3(stat.)±0.7(syst.) `b. This should be compared with
32.1 `b for STARlightand 30.8 `b for STARlight + P�����8.

Figure 6 shows the absolute dimuon rapidity distributions for three mass intervals (10 < <`` < 20 GeV,
20 < <`` < 40 GeV, 40 < <`` < 80 GeV). It is observed that while the measured cross sections are
consistent with predictions near |H`` | = 0, there is an excess in the data which increases monotonically
with increasing |H`` |. There are too few events in the higher <`` bins to allow any strong statements to be
made about whether the increase remains the same as in the lowest mass bin.

The mass distributions are presented in three pair rapidity bins (|H`` | < 0.8, 0.8 < |H`` | < 1.6, and
1.6 < |H`` | < 2.4) in Figure 7. It is observed that the overall shape of the spectra is well described out
to the highest masses in the available event sample (which limits the mass range for higher values of
|H`` |). The invariant mass interval extending from 100 to 200 GeV contains only four events, including
the highest-mass candidate with <`` = 173 GeV.

While the pair mass and rapidity distributions are clearly important for characterizing the interaction
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• Differential data not publicly available (yet), 
but can compare to total rate.

ATLAS data [23] Pure EPA bi? > RA bi? > RA, inc. S2 inc. S2 inc. S2 + FSR
� [µb] 34.1 ± 0.8 52.2 37.1 29.9 38.9 37.3

Table 1: Comparison of predictions for exclusive dimuon production in ultraperipheral PbPb collisions, with the
ATLAS data [23] at

p
sNN = 5.02 TeV. The muons are required to have pµ? > 4 GeV, |⌘µ| < 2.4, mµµ > 10 GeV,

pµµ? < 2 GeV. The data uncertainties correspond to the sum in quadrature of the statistical and systematic.

from the leptons the prediction drops further to 30.8 µb; given such FSR e↵ects are certainly
present this is therefore the more appropriate number for comparison.

We recall from the discussion above, that STARlight imposes precisely the bi? > RA cut
described in Section 2.2. It is therefore interesting to investigate the impact of this cut on
the predicted cross section. In Table 1 we show results for this, as given by SuperChic 4 [1],
suitably modified to include the bi? > RA cut when required. Excluding survival e↵ects, we
can see that the impact of this cut is rather significant, reducing the cross section by ⇠ 30%.
A further reduction of a little over ⇠ 10% is then introduced by including the physical e↵ect
of the survival factor. The final result of 29.9 µb is a little lower than, but comparable to, the
STARlight prediction of 32.1 µb. We note that we do not expect the results to coincide precisely,
as e.g. our treatment of survival e↵ects is more complete. In particular, as discussed above we
fully account for the impact parameter dependence of the �� ! µ+µ� amplitude, which is not
included in [38]. Nonetheless, we can see that the agreement is significantly improved once the
bi? > RA cut is imposed in the SuperChic results.

If we exclude this cut, then the survival factor reduces the cross section by ⇠ 25%, and the
resulting cross section is 38.9 µb, i.e. is as expected higher. Thus, we can indeed confirm the
fact that it is only by including this unphysical cut that consistency with STARlight is found.
Now, our baseline prediction of 38.9 µb lies above the data, though we should bear in mind that
the impact of QED FSR is found in the analysis to reduce the STARlight prediction by ⇠ 4%,
and so will be expected to reduce our prediction to ⇠ 37.3 µb; this is given in the last column
of Table 1 for comparison. This is still in rather poor agreement with the data, lying above it,
though the STARlight predictions undershoot the data by a similar amount.

We now consider the impact on the di↵erential predictions. It was in particular observed
in [23] that the STARlight predictions tend to undershoot the data as the dimuon rapidity, |yµµ|,
is increased. Given the discussion above, it is interesting to examine whether the imposition
of the bi? > RA cut, as well as modifying the total cross section, might modify the resulting
rapidity distribution in such a way as to explain this discrepancy. We therefore plot in Fig. 2
(top left) the ratio of the normalized distribution using our default (‘full’) prediction to that
found by imposing the bi? > RA cut. We consider the normalized case in order to isolate the
impact on the shape alone. We can clearly see that the e↵ect is rather large, with the cut leading
to a decrease in the normalized distribution at higher rapidities by ⇠ 15%. Crucially, we can see
from Fig. 6 of [23] that the shape and magnitude of the trend closely follows that observed when
plotting the ratio of the data to the STARlight prediction. That is, this is undershooting the
data by precisely the level we would expect from Fig. 2 (top left), given that the bi? > RA cut
is being imposed. Removing this artificial cut will therefore clearly lead to a better description
of the rapidity distribution.

In [23] a related e↵ect is also seen with respect to the minimum and maximum photon
energies, defined via the minimum/maximum value of k1,2 =

p
sx1,2/2, where x1,2 are the

photon momentum fractions. Here, the STARlight predictions are observed to undershoot the
data at both lower and higher values of kmin and kmax. In Fig. 2 (top right) we plot the same
ratio of normalized distributions as before, but now with respect to these variables. Remarkably,
comparing with Fig. 10 of [23] we can see that precisely this trend is reproduced by our results,
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We recall from the discussion above, that STARlight imposes precisely the bi? > RA cut
described in Section 2.2. It is therefore interesting to investigate the impact of this cut on
the predicted cross section. In Table 1 we show results for this, as given by SuperChic 4 [1],
suitably modified to include the bi? > RA cut when required. Excluding survival e↵ects, we
can see that the impact of this cut is rather significant, reducing the cross section by ⇠ 30%.
A further reduction of a little over ⇠ 10% is then introduced by including the physical e↵ect
of the survival factor. The final result of 29.9 µb is a little lower than, but comparable to, the
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bi? > RA cut is imposed in the SuperChic results.

If we exclude this cut, then the survival factor reduces the cross section by ⇠ 25%, and the
resulting cross section is 38.9 µb, i.e. is as expected higher. Thus, we can indeed confirm the
fact that it is only by including this unphysical cut that consistency with STARlight is found.
Now, our baseline prediction of 38.9 µb lies above the data, though we should bear in mind that
the impact of QED FSR is found in the analysis to reduce the STARlight prediction by ⇠ 4%,
and so will be expected to reduce our prediction to ⇠ 37.3 µb; this is given in the last column
of Table 1 for comparison. This is still in rather poor agreement with the data, lying above it,
though the STARlight predictions undershoot the data by a similar amount.

We now consider the impact on the di↵erential predictions. It was in particular observed
in [23] that the STARlight predictions tend to undershoot the data as the dimuon rapidity, |yµµ|,
is increased. Given the discussion above, it is interesting to examine whether the imposition
of the bi? > RA cut, as well as modifying the total cross section, might modify the resulting
rapidity distribution in such a way as to explain this discrepancy. We therefore plot in Fig. 2
(top left) the ratio of the normalized distribution using our default (‘full’) prediction to that
found by imposing the bi? > RA cut. We consider the normalized case in order to isolate the
impact on the shape alone. We can clearly see that the e↵ect is rather large, with the cut leading
to a decrease in the normalized distribution at higher rapidities by ⇠ 15%. Crucially, we can see
from Fig. 6 of [23] that the shape and magnitude of the trend closely follows that observed when
plotting the ratio of the data to the STARlight prediction. That is, this is undershooting the
data by precisely the level we would expect from Fig. 2 (top left), given that the bi? > RA cut
is being imposed. Removing this artificial cut will therefore clearly lead to a better description
of the rapidity distribution.

In [23] a related e↵ect is also seen with respect to the minimum and maximum photon
energies, defined via the minimum/maximum value of k1,2 =

p
sx1,2/2, where x1,2 are the

photon momentum fractions. Here, the STARlight predictions are observed to undershoot the
data at both lower and higher values of kmin and kmax. In Fig. 2 (top right) we plot the same
ratio of normalized distributions as before, but now with respect to these variables. Remarkably,
comparing with Fig. 10 of [23] we can see that precisely this trend is reproduced by our results,
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Impact of the                  cut

Figure 1: Comparison of q2?N (x, q?)
2 with and without the cut bi? > RA imposed, as described in the text.

The proton (lead) case is shown in the left (right) plots, and representative values of x = 10�3 (10�5) are taken,
corresponding to the production of ⇠ 10 GeV system at central rapidity for

p
s = 13 TeV (

p
sNN = 5.02 TeV).

that in our calculation we give a more complete treatment of the opacity, which accounts for the
matter distribution within the hadrons as well as the QCD interaction probability and range.
Nonetheless, to first approximation this therefore corresponds to simply limiting the bi? integral
in (14) so that |~b1?+~b2?| > 2RA. In addition to this, in various places in the literature a further
cut is placed on the individual impact parameters

b1,2? > RA , (16)

between the hadrons and the produced system X. See e.g. [5,27] in the context of pp collisions,
and in particular the STARlight MC generator [28]. The motivation for this cut is that the final
state itself may otherwise interact with the hadron, spoiling the exclusivity of the event. While
potentially relevant for the production of strongly interacting states, this is certainly not the
case for lepton pairs, see [1, 29–31] for discussion. In particular, such a cut e↵ectively assumes
the lepton pair can interact strongly with the hadrons, which is certainly not true. In principle
additional QED exchanges between the lepton pair and the ions can play a role, but the impact
of this higher order QED e↵ect should not be accounted for according to the above procedure,
as in particular this is a higher order QED e↵ect that will not be localised in the b1,2? < RA

region, given the long range nature of QED, and nor would it be expected to lead to inelastic
production with unity probability in this region, as such a cut implies. We discuss this further
in Section 4.2, but the impact of such higher order corrections is expected to be small.

To assess the impact of this cut, we can simply remove the corresponding bi? < RA region
from the hadron form factor, in impact parameter space. In more detail, we define

Fµ(xi, qi?) = qµi?Ni(xi, qi?) , (17)

where we explicitly include the q? and x arguments for clarity. We will in particular focus purely
on the dominant ⇠ FE component of the cross section, as this is su�cient to demonstrate the
impact of such a cut. In this way we have

T (q1?, q2?) = Fµ(x1, q1?)F
⌫(x2, q2?)Vµ⌫ , (18)

as in (10), and the cross section follows as before. We then define

F̃µ(xi, bi?) = bµi?Ñi(xi, bi?) , (19)

as the Fourier conjugate of (17), i.e. so that

Ñi(xi, bi?) =
1

|~bi? |2
1

(2⇡)2

Z
d2qi?

~bi? · ~qi?Ni(xi, qi?) e
i~bi? ·~qi? . (20)
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Figure 1: Diagrams for the (a) leading-order PbPb(WW) ! `
+
`
� (PbPb) and (b) next-to-leading-order PbPb(WW) !

`
+
`
� + W(PbPb) (middle) Breit–Wheeler process in Pb+Pb collisions, and (c) the dissociative PbPb(WW¢) !

`
+
`
� + - (Pb¢Pb) process where one photon is emitted from the substructure of one of the nucleons, leading to

nucleon fragmentation in the far-forward direction.

example of which is shown in Figure 1(b), where the muons are accompanied by additional resolved soft
photons in the final state. Dissociative processes, where one photon is emitted by charged constituents of
a nucleon, as shown in Figure 1(c), are also neglected by most models, in part due to the fact that these
processes are not coherently enhanced.

The study of exclusive dimuon cross sections, conditional on observations of forward neutron production
in the direction of one or both incoming nuclei, provides an additional experimental handle on the impact
parameter range sampled in the observed events [12, 18–20]. In any particular collision, soft photons
emitted by one lead nucleus (Pb) can excite the other (Pb¢), typically through the giant dipole resonance
(GDR) [21], and induce the emission of one or more neutrons, each of which carry, on average, the full
per-nucleon beam energy. Since the probability of these excitations, as well as the overall hardness of the
photon spectrum, is correlated with the nucleus–nucleus impact parameter 1 [12], events with neutron
excitation are typically correlated with harder photon collisions. In STARlight, dilepton cross sections
associated with forward neutron production are calculated by convolving di�erential cross sections for
low-energy photonuclear neutron production with the expected photon fluxes, thus in principle providing
an essentially parameter-free prediction. Of course, the contribution from nucleonic dissociative processes
must be subtracted before comparisons with data.

Exclusive dimuon cross sections are usually presented as a function of the following quantities of the
dimuon final state:

• The dimuon invariant mass <``, which is equivalent to, , the center-of-mass energy of the colliding
WW system.

• The dimuon pair rapidity H``, which is the rapidity of the four-vector sum of the two muons.
Conservation of longitudinal momentum implies that H`` is equal to the rapidity of the WW system.

• The cosine of the dimuon scattering angle o
¢ in the WW center-of-mass frame, | cos o¢

``
|. This is

calculated from the rapidities of the two muons, H+ and H�, as tanh [(H+ � H�)/2].

• The acoplanarity U = 1 � |�q`` |/c which reflects, in part, the initial dimuon ?T,``.

While these are all final-state observables, the fact that the final state consists of only the two muons allows
the initial photon energies (:1 and :2) to be determined from the final-state muons. This is described in
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matter distribution within the hadrons as well as the QCD interaction probability and range.
Nonetheless, to first approximation this therefore corresponds to simply limiting the bi? integral
in (14) so that |~b1?+~b2?| > 2RA. In addition to this, in various places in the literature a further
cut is placed on the individual impact parameters

b1,2? > RA , (16)

between the hadrons and the produced system X. See e.g. [5,27] in the context of pp collisions,
and in particular the STARlight MC generator [28]. The motivation for this cut is that the final
state itself may otherwise interact with the hadron, spoiling the exclusivity of the event. While
potentially relevant for the production of strongly interacting states, this is certainly not the
case for lepton pairs, see [1, 29–31] for discussion. In particular, such a cut e↵ectively assumes
the lepton pair can interact strongly with the hadrons, which is certainly not true. In principle
additional QED exchanges between the lepton pair and the ions can play a role, but the impact
of this higher order QED e↵ect should not be accounted for according to the above procedure,
as in particular this is a higher order QED e↵ect that will not be localised in the b1,2? < RA

region, given the long range nature of QED, and nor would it be expected to lead to inelastic
production with unity probability in this region, as such a cut implies. We discuss this further
in Section 4.2, but the impact of such higher order corrections is expected to be small.

To assess the impact of this cut, we can simply remove the corresponding bi? < RA region
from the hadron form factor, in impact parameter space. In more detail, we define

Fµ(xi, qi?) = qµi?Ni(xi, qi?) , (17)

where we explicitly include the q? and x arguments for clarity. We will in particular focus purely
on the dominant ⇠ FE component of the cross section, as this is su�cient to demonstrate the
impact of such a cut. In this way we have

T (q1?, q2?) = Fµ(x1, q1?)F
⌫(x2, q2?)Vµ⌫ , (18)

as in (10), and the cross section follows as before. We then define

F̃µ(xi, bi?) = bµi?Ñi(xi, bi?) , (19)

as the Fourier conjugate of (17), i.e. so that

Ñi(xi, bi?) =
1

|~bi? |2
1

(2⇡)2

Z
d2qi?

~bi? · ~qi?Ni(xi, qi?) e
i~bi? ·~qi? . (20)
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• This is unphysical: no lepton-hadron QCD interaction. HO QED 
interactions small and not to be included in this way.

• And we show is disfavoured by differential ATLAS data in PbPb…

12

• This issue discussed in detail in recent paper: arXiv:2104.13392.
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Figure 2: Normalized di↵erential cross sections as a function of the (top left) dimuon rapidity, (top right)
maximum photon energy (kmax) and minimum photon energy (kmin), and (bottom) dimuon invariant mass,
calculated using a modified version of SuperChic 4 [1]. The ratio of the full result to the case with the bi? > RA

cut imposed is given; in both cases the survival factor is included.

and hence once again we can expect a greatly improved description of these distributions by
removing the bi? > RA cut. This distribution in addition gives some insight into the reason why
this cut a↵ects the results di↵erentially in such a way. In particular, we can see from (3) that the
minimum value of the photon Q2

i is proportional to the momentum fraction x2i . Higher values
of kmax correspond to higher values of the corresponding photon momentum fraction, and hence
higher values of Q2

i on average. We can then see from Fig. 1 that larger Q2
i is precisely where

the impact of the bi? > RA cut is higher; in particular as the interaction is then less peripheral.
This e↵ect in addition explains the impact of the cut on higher rapidities, which are correlated
with an increased kmax. While the corresponding xi value of the other photon in this case will
be lower, and hence one would expect a reduced impact from the cut on this side, it is clear
from our results that it is the e↵ect of increasing xi that dominates.

The enhancement in the low kmin case is therefore simply because this is kinematically
correlated with larger kmax for the other photon. In particular, for yµµ = 0 we have kmin = 5
GeV, due to the lower limit on mµµ in the data, and hence indeed the region of kmin below this
is due to production away from central rapidities. The enhancement for kmin values above this
corresponds to the larger mµµ region, which are rather kinematically suppressed. Nonetheless,
again in [23] there is some hint of a corresponding excess in the ratio of data to STARlight,
albeit within very limited statistics.

A further way we can examine the e↵ect of this cut is to consider the invariant mass distri-
bution, which is shown in Fig. 2 (bottom). We can see that here the bi? > RA cut reduces the
cross section more significantly at higher masses, precisely in line with the discussion above, as
this will correspond to larger photon xi values on both sides. Interestingly, in Fig. 7 of [23]
there is no clear sign of any deviations with respect to STARlight predictions in the ATLAS
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Figure 10: (top) Di�erential cross sections presented as a function of the maximum photon energy (:max) and
minimum photon energy (:min), compared with cross sections from STARlight. Statistical uncertainties are shown
as error bars while total systematic uncertainties are shown as gray bands. (bottom) Ratio of experimental cross
sections to STARlight calculations.

(0=0=), activity in either the forward or backward side (X=0=), or activity on both sides (X=X=). Events
with smaller impact parameters, where the nuclei are closer together, are more likely to be accompanied by
neutron dissociation in one or both arms and to have photons with higher energies. The procedure to extract
the ZDC event class fractions is discussed in detail in Section 7.6, and is based on a simultaneous fit to the
acoplanarity distributions for all three ZDC selections, assuming that all events arise from partitioning
the original selection of signal events, along with backgrounds from dissociative processes that can be
di�erent for each forward neutron topology (X=0= and X=X=). The EM-pileup-corrected results are shown
in Figure 11, which displays 5X=0= and 5X=X=, the fraction of events with X=0= and X=X=, as functions of
<`` and |H`` |. It should be noted that the two sets of results are di�erent representations of the same data,
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• Effect of removing                      cut will improve data/STARlight theory 
comparison significantly.

Figure 1: Comparison of q2?N (x, q?)
2 with and without the cut bi? > RA imposed, as described in the text.

The proton (lead) case is shown in the left (right) plots, and representative values of x = 10�3 (10�5) are taken,
corresponding to the production of ⇠ 10 GeV system at central rapidity for

p
s = 13 TeV (

p
sNN = 5.02 TeV).

that in our calculation we give a more complete treatment of the opacity, which accounts for the
matter distribution within the hadrons as well as the QCD interaction probability and range.
Nonetheless, to first approximation this therefore corresponds to simply limiting the bi? integral
in (14) so that |~b1?+~b2?| > 2RA. In addition to this, in various places in the literature a further
cut is placed on the individual impact parameters

b1,2? > RA , (16)

between the hadrons and the produced system X. See e.g. [5,27] in the context of pp collisions,
and in particular the STARlight MC generator [28]. The motivation for this cut is that the final
state itself may otherwise interact with the hadron, spoiling the exclusivity of the event. While
potentially relevant for the production of strongly interacting states, this is certainly not the
case for lepton pairs, see [1, 29–31] for discussion. In particular, such a cut e↵ectively assumes
the lepton pair can interact strongly with the hadrons, which is certainly not true. In principle
additional QED exchanges between the lepton pair and the ions can play a role, but the impact
of this higher order QED e↵ect should not be accounted for according to the above procedure,
as in particular this is a higher order QED e↵ect that will not be localised in the b1,2? < RA

region, given the long range nature of QED, and nor would it be expected to lead to inelastic
production with unity probability in this region, as such a cut implies. We discuss this further
in Section 4.2, but the impact of such higher order corrections is expected to be small.

To assess the impact of this cut, we can simply remove the corresponding bi? < RA region
from the hadron form factor, in impact parameter space. In more detail, we define

Fµ(xi, qi?) = qµi?Ni(xi, qi?) , (17)

where we explicitly include the q? and x arguments for clarity. We will in particular focus purely
on the dominant ⇠ FE component of the cross section, as this is su�cient to demonstrate the
impact of such a cut. In this way we have

T (q1?, q2?) = Fµ(x1, q1?)F
⌫(x2, q2?)Vµ⌫ , (18)

as in (10), and the cross section follows as before. We then define

F̃µ(xi, bi?) = bµi?Ñi(xi, bi?) , (19)

as the Fourier conjugate of (17), i.e. so that

Ñi(xi, bi?) =
1

|~bi? |2
1

(2⇡)2

Z
d2qi?

~bi? · ~qi?Ni(xi, qi?) e
i~bi? ·~qi? . (20)
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• Removing this cut leads to much better agreement with SuperChic.

ATLAS data [23] Pure EPA bi? > RA bi? > RA, inc. S2 inc. S2 inc. S2 + FSR
� [µb] 34.1 ± 0.8 52.2 37.1 29.9 38.9 37.3

Table 1: Comparison of predictions for exclusive dimuon production in ultraperipheral PbPb collisions, with the
ATLAS data [23] at

p
sNN = 5.02 TeV. The muons are required to have pµ? > 4 GeV, |⌘µ| < 2.4, mµµ > 10 GeV,

pµµ? < 2 GeV. The data uncertainties correspond to the sum in quadrature of the statistical and systematic.

from the leptons the prediction drops further to 30.8 µb; given such FSR e↵ects are certainly
present this is therefore the more appropriate number for comparison.

We recall from the discussion above, that STARlight imposes precisely the bi? > RA cut
described in Section 2.2. It is therefore interesting to investigate the impact of this cut on
the predicted cross section. In Table 1 we show results for this, as given by SuperChic 4 [1],
suitably modified to include the bi? > RA cut when required. Excluding survival e↵ects, we
can see that the impact of this cut is rather significant, reducing the cross section by ⇠ 30%.
A further reduction of a little over ⇠ 10% is then introduced by including the physical e↵ect
of the survival factor. The final result of 29.9 µb is a little lower than, but comparable to, the
STARlight prediction of 32.1 µb. We note that we do not expect the results to coincide precisely,
as e.g. our treatment of survival e↵ects is more complete. In particular, as discussed above we
fully account for the impact parameter dependence of the �� ! µ+µ� amplitude, which is not
included in [38]. Nonetheless, we can see that the agreement is significantly improved once the
bi? > RA cut is imposed in the SuperChic results.

If we exclude this cut, then the survival factor reduces the cross section by ⇠ 25%, and the
resulting cross section is 38.9 µb, i.e. is as expected higher. Thus, we can indeed confirm the
fact that it is only by including this unphysical cut that consistency with STARlight is found.
Now, our baseline prediction of 38.9 µb lies above the data, though we should bear in mind that
the impact of QED FSR is found in the analysis to reduce the STARlight prediction by ⇠ 4%,
and so will be expected to reduce our prediction to ⇠ 37.3 µb; this is given in the last column
of Table 1 for comparison. This is still in rather poor agreement with the data, lying above it,
though the STARlight predictions undershoot the data by a similar amount.

We now consider the impact on the di↵erential predictions. It was in particular observed
in [23] that the STARlight predictions tend to undershoot the data as the dimuon rapidity, |yµµ|,
is increased. Given the discussion above, it is interesting to examine whether the imposition
of the bi? > RA cut, as well as modifying the total cross section, might modify the resulting
rapidity distribution in such a way as to explain this discrepancy. We therefore plot in Fig. 2
(top left) the ratio of the normalized distribution using our default (‘full’) prediction to that
found by imposing the bi? > RA cut. We consider the normalized case in order to isolate the
impact on the shape alone. We can clearly see that the e↵ect is rather large, with the cut leading
to a decrease in the normalized distribution at higher rapidities by ⇠ 15%. Crucially, we can see
from Fig. 6 of [23] that the shape and magnitude of the trend closely follows that observed when
plotting the ratio of the data to the STARlight prediction. That is, this is undershooting the
data by precisely the level we would expect from Fig. 2 (top left), given that the bi? > RA cut
is being imposed. Removing this artificial cut will therefore clearly lead to a better description
of the rapidity distribution.

In [23] a related e↵ect is also seen with respect to the minimum and maximum photon
energies, defined via the minimum/maximum value of k1,2 =

p
sx1,2/2, where x1,2 are the

photon momentum fractions. Here, the STARlight predictions are observed to undershoot the
data at both lower and higher values of kmin and kmax. In Fig. 2 (top right) we plot the same
ratio of normalized distributions as before, but now with respect to these variables. Remarkably,
comparing with Fig. 10 of [23] we can see that precisely this trend is reproduced by our results,
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• STARlight                     , inc      :  32.1 pb.

Figure 1: Comparison of q2?N (x, q?)
2 with and without the cut bi? > RA imposed, as described in the text.

The proton (lead) case is shown in the left (right) plots, and representative values of x = 10�3 (10�5) are taken,
corresponding to the production of ⇠ 10 GeV system at central rapidity for

p
s = 13 TeV (

p
sNN = 5.02 TeV).

that in our calculation we give a more complete treatment of the opacity, which accounts for the
matter distribution within the hadrons as well as the QCD interaction probability and range.
Nonetheless, to first approximation this therefore corresponds to simply limiting the bi? integral
in (14) so that |~b1?+~b2?| > 2RA. In addition to this, in various places in the literature a further
cut is placed on the individual impact parameters

b1,2? > RA , (16)

between the hadrons and the produced system X. See e.g. [5,27] in the context of pp collisions,
and in particular the STARlight MC generator [28]. The motivation for this cut is that the final
state itself may otherwise interact with the hadron, spoiling the exclusivity of the event. While
potentially relevant for the production of strongly interacting states, this is certainly not the
case for lepton pairs, see [1, 29–31] for discussion. In particular, such a cut e↵ectively assumes
the lepton pair can interact strongly with the hadrons, which is certainly not true. In principle
additional QED exchanges between the lepton pair and the ions can play a role, but the impact
of this higher order QED e↵ect should not be accounted for according to the above procedure,
as in particular this is a higher order QED e↵ect that will not be localised in the b1,2? < RA

region, given the long range nature of QED, and nor would it be expected to lead to inelastic
production with unity probability in this region, as such a cut implies. We discuss this further
in Section 4.2, but the impact of such higher order corrections is expected to be small.

To assess the impact of this cut, we can simply remove the corresponding bi? < RA region
from the hadron form factor, in impact parameter space. In more detail, we define

Fµ(xi, qi?) = qµi?Ni(xi, qi?) , (17)

where we explicitly include the q? and x arguments for clarity. We will in particular focus purely
on the dominant ⇠ FE component of the cross section, as this is su�cient to demonstrate the
impact of such a cut. In this way we have

T (q1?, q2?) = Fµ(x1, q1?)F
⌫(x2, q2?)Vµ⌫ , (18)

as in (10), and the cross section follows as before. We then define

F̃µ(xi, bi?) = bµi?Ñi(xi, bi?) , (19)

as the Fourier conjugate of (17), i.e. so that

Ñi(xi, bi?) =
1

|~bi? |2
1

(2⇡)2

Z
d2qi?

~bi? · ~qi?Ni(xi, qi?) e
i~bi? ·~qi? . (20)
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Theory vs. Data?
• Thus difference wrt Starlight broadly understood, but still we overshoot data:
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ATLAS data [23] Pure EPA bi? > RA bi? > RA, inc. S2 inc. S2 inc. S2 + FSR
� [µb] 34.1 ± 0.8 52.2 37.1 29.9 38.9 37.3

Table 1: Comparison of predictions for exclusive dimuon production in ultraperipheral PbPb collisions, with the
ATLAS data [23] at

p
sNN = 5.02 TeV. The muons are required to have pµ? > 4 GeV, |⌘µ| < 2.4, mµµ > 10 GeV,

pµµ? < 2 GeV. The data uncertainties correspond to the sum in quadrature of the statistical and systematic.

from the leptons the prediction drops further to 30.8 µb; given such FSR e↵ects are certainly
present this is therefore the more appropriate number for comparison.

We recall from the discussion above, that STARlight imposes precisely the bi? > RA cut
described in Section 2.2. It is therefore interesting to investigate the impact of this cut on
the predicted cross section. In Table 1 we show results for this, as given by SuperChic 4 [1],
suitably modified to include the bi? > RA cut when required. Excluding survival e↵ects, we
can see that the impact of this cut is rather significant, reducing the cross section by ⇠ 30%.
A further reduction of a little over ⇠ 10% is then introduced by including the physical e↵ect
of the survival factor. The final result of 29.9 µb is a little lower than, but comparable to, the
STARlight prediction of 32.1 µb. We note that we do not expect the results to coincide precisely,
as e.g. our treatment of survival e↵ects is more complete. In particular, as discussed above we
fully account for the impact parameter dependence of the �� ! µ+µ� amplitude, which is not
included in [38]. Nonetheless, we can see that the agreement is significantly improved once the
bi? > RA cut is imposed in the SuperChic results.

If we exclude this cut, then the survival factor reduces the cross section by ⇠ 25%, and the
resulting cross section is 38.9 µb, i.e. is as expected higher. Thus, we can indeed confirm the
fact that it is only by including this unphysical cut that consistency with STARlight is found.
Now, our baseline prediction of 38.9 µb lies above the data, though we should bear in mind that
the impact of QED FSR is found in the analysis to reduce the STARlight prediction by ⇠ 4%,
and so will be expected to reduce our prediction to ⇠ 37.3 µb; this is given in the last column
of Table 1 for comparison. This is still in rather poor agreement with the data, lying above it,
though the STARlight predictions undershoot the data by a similar amount.

We now consider the impact on the di↵erential predictions. It was in particular observed
in [23] that the STARlight predictions tend to undershoot the data as the dimuon rapidity, |yµµ|,
is increased. Given the discussion above, it is interesting to examine whether the imposition
of the bi? > RA cut, as well as modifying the total cross section, might modify the resulting
rapidity distribution in such a way as to explain this discrepancy. We therefore plot in Fig. 2
(top left) the ratio of the normalized distribution using our default (‘full’) prediction to that
found by imposing the bi? > RA cut. We consider the normalized case in order to isolate the
impact on the shape alone. We can clearly see that the e↵ect is rather large, with the cut leading
to a decrease in the normalized distribution at higher rapidities by ⇠ 15%. Crucially, we can see
from Fig. 6 of [23] that the shape and magnitude of the trend closely follows that observed when
plotting the ratio of the data to the STARlight prediction. That is, this is undershooting the
data by precisely the level we would expect from Fig. 2 (top left), given that the bi? > RA cut
is being imposed. Removing this artificial cut will therefore clearly lead to a better description
of the rapidity distribution.

In [23] a related e↵ect is also seen with respect to the minimum and maximum photon
energies, defined via the minimum/maximum value of k1,2 =

p
sx1,2/2, where x1,2 are the

photon momentum fractions. Here, the STARlight predictions are observed to undershoot the
data at both lower and higher values of kmin and kmax. In Fig. 2 (top right) we plot the same
ratio of normalized distributions as before, but now with respect to these variables. Remarkably,
comparing with Fig. 10 of [23] we can see that precisely this trend is reproduced by our results,
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from the leptons the prediction drops further to 30.8 µb; given such FSR e↵ects are certainly
present this is therefore the more appropriate number for comparison.

We recall from the discussion above, that STARlight imposes precisely the bi? > RA cut
described in Section 2.2. It is therefore interesting to investigate the impact of this cut on
the predicted cross section. In Table 1 we show results for this, as given by SuperChic 4 [1],
suitably modified to include the bi? > RA cut when required. Excluding survival e↵ects, we
can see that the impact of this cut is rather significant, reducing the cross section by ⇠ 30%.
A further reduction of a little over ⇠ 10% is then introduced by including the physical e↵ect
of the survival factor. The final result of 29.9 µb is a little lower than, but comparable to, the
STARlight prediction of 32.1 µb. We note that we do not expect the results to coincide precisely,
as e.g. our treatment of survival e↵ects is more complete. In particular, as discussed above we
fully account for the impact parameter dependence of the �� ! µ+µ� amplitude, which is not
included in [38]. Nonetheless, we can see that the agreement is significantly improved once the
bi? > RA cut is imposed in the SuperChic results.

If we exclude this cut, then the survival factor reduces the cross section by ⇠ 25%, and the
resulting cross section is 38.9 µb, i.e. is as expected higher. Thus, we can indeed confirm the
fact that it is only by including this unphysical cut that consistency with STARlight is found.
Now, our baseline prediction of 38.9 µb lies above the data, though we should bear in mind that
the impact of QED FSR is found in the analysis to reduce the STARlight prediction by ⇠ 4%,
and so will be expected to reduce our prediction to ⇠ 37.3 µb; this is given in the last column
of Table 1 for comparison. This is still in rather poor agreement with the data, lying above it,
though the STARlight predictions undershoot the data by a similar amount.

We now consider the impact on the di↵erential predictions. It was in particular observed
in [23] that the STARlight predictions tend to undershoot the data as the dimuon rapidity, |yµµ|,
is increased. Given the discussion above, it is interesting to examine whether the imposition
of the bi? > RA cut, as well as modifying the total cross section, might modify the resulting
rapidity distribution in such a way as to explain this discrepancy. We therefore plot in Fig. 2
(top left) the ratio of the normalized distribution using our default (‘full’) prediction to that
found by imposing the bi? > RA cut. We consider the normalized case in order to isolate the
impact on the shape alone. We can clearly see that the e↵ect is rather large, with the cut leading
to a decrease in the normalized distribution at higher rapidities by ⇠ 15%. Crucially, we can see
from Fig. 6 of [23] that the shape and magnitude of the trend closely follows that observed when
plotting the ratio of the data to the STARlight prediction. That is, this is undershooting the
data by precisely the level we would expect from Fig. 2 (top left), given that the bi? > RA cut
is being imposed. Removing this artificial cut will therefore clearly lead to a better description
of the rapidity distribution.

In [23] a related e↵ect is also seen with respect to the minimum and maximum photon
energies, defined via the minimum/maximum value of k1,2 =

p
sx1,2/2, where x1,2 are the

photon momentum fractions. Here, the STARlight predictions are observed to undershoot the
data at both lower and higher values of kmin and kmax. In Fig. 2 (top right) we plot the same
ratio of normalized distributions as before, but now with respect to these variables. Remarkably,
comparing with Fig. 10 of [23] we can see that precisely this trend is reproduced by our results,
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• What are theory uncertainties here? 

• Naively one might assume the survival factor could easily introduce a ~ 
10% level theoretical uncertainty and explain the data/theory discrepancy. 
However not the case.
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RQCD• Reason due to unique nature of PI 
production: hadron-hadron impact 
parameter generally outside the 
range of QCD.



• Forget about details of soft QCD modelling. 
First (pretty good) approximation:
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S2(b?) ⇡ ✓(b? � 2rA)

i.e. if hadrons overlap, they will interact inelastically.
b⊥

p

p

• To match the ATLAS data, instead need to take:
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S2(b?) ⇡ ✓(b? � 3rA)

i.e. ~ 100% inelastic interaction probability out to ~        (~ 6.7 fm) beyond 
hadron edge.

<latexit sha1_base64="a0JN8kdUvgJy7zz2tNfdAizMWFo=">AAAB6nicdVDJSgNBEK1xjXGLevTSGARPoTtIllvUi8eIZoFkCD2dnqRJz0J3jxCGfIIXD4p49Yu8+Tf2JBFU9EHB470qqup5sRTaYPzhrKyurW9s5rby2zu7e/uFg8O2jhLFeItFMlJdj2ouRchbRhjJu7HiNPAk73iTq8zv3HOlRRTemWnM3YCOQuELRo2VbtXgYlAo4hLGmBCCMkKqFWxJvV4rkxoimWVRhCWag8J7fxixJOChYZJq3SM4Nm5KlRFM8lm+n2geUzahI96zNKQB1246P3WGTq0yRH6kbIUGzdXvEykNtJ4Gnu0MqBnr314m/uX1EuPX3FSEcWJ4yBaL/EQiE6HsbzQUijMjp5ZQpoS9FbExVZQZm07ehvD1KfqftMslUinhm/Ni43IZRw6O4QTOgEAVGnANTWgBgxE8wBM8O9J5dF6c10XrirOcOYIfcN4+AWlojeU=</latexit>rA

Very unphysical behaviour would be required. Hard to imagine that this 
can be the solution.

!
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ATLAS data [23] ✓(b? � 2RA) ✓(b? � 3RA)
� [µb] 34.1 ± 0.8 41.4 34.7

Table 5: Comparison of predictions for exclusive dimuon production in PbPb collisions, as in Table 1, but
considering extreme variations in the modelling of survival e↵ects, as described in the text.

4.2 PbPb collisions

We next consider the case of heavy ion collisions, again focussing on the comparison to the same
ATLAS data as before. A first natural source of uncertainty is again in the electric form factor
of the lead ion. To estimate this, we consider a rather extreme variation in the ion radius and/or
skin thickness, by ±0.1 fm for both the neutron and proton cases; we note that the experimental
values [36] of these observables are determined with significantly greater precision than this, in
particular in the proton case. Even so, this gives at most a 1 � 2% variation in the resulting
cross section. The genuine uncertainty from these inputs will therefore be significantly smaller
than that.

Next, we consider the impact of survival e↵ects. As discussed in [25], in the heavy ion case
these also depend on the modelling of inelastic proton–proton collisions, and as such we could
pursue a detailed analysis of model variations in this, as in the proton case. However we have
already observed the relative insensitivity to this for proton scattering, and the same will be
true here. Therefore, to keep the discussion simple, we just consider the same replacements (25)
and (26), but with rp ! RA. The e↵ect of this is shown in Table 5. We can see that taking
(25) gives a slightly larger cross section than our default result of 38.9 µb: this approximate
result misses the finite range of QCD interactions and in particular the non–zero extent of the
Pb ion outside RA, and hence underestimates the impact of survival e↵ects somewhat. We can
then see that in order to get good agreement with the data by modifying survival e↵ects, we
are forced to take a form like (26). Again, this roughly corresponds to the case of unit inelastic
scattering probability out to a range of RA ⇡ 6.68 fm outside the Pb edge. Needless to say, this
is physically incompatible with our knowledge of the range and strength of QCD interactions,
and hence cannot be the resolution to this discrepancy. In particular, any more realistic model
would have to give this level of suppression in order to match the data by modifying the survival
factor alone, and hence will be similarly physically ruled out. This is again a result of the
peripheral nature of the PbPb collision, as demonstrated in Fig. 4.

Finally, we note that there are other potential sources of uncertainty and/or incompleteness
in our theoretical description for heavy ion collisions. First, we note that our calculation cor-
responds to the case of purely elastic emission from the lead ions, whereas the data includes
ion dissociation; indeed the fractions with and without this are determined experimentally via
measurements with ZDCs in [23]. However, such dissociation is dominantly driven by additional
ion–ion photon exchanges. These should occur independently of the lepton pair production
process, see [28], and so the total rate is simply given by the prediction for elastic production
we present here. That is, the impact of these additional ion–ion photon exchanges is unitary,
preserving the overall rate, as calculated for the case of elastic production. In principle this is
only true for the integrated cross section, and in particular when cuts on the dimuon p? and/or
acoplanarity are imposed, this will remove some fraction of the dissociative events in a manner
that is not accounted for in our calculation. However, in the ATLAS analysis a reasonably
high cut of pµµ? < 2 GeV is imposed, which is found to only remove a very small fraction of the
STARlight predicted events (for which dissociation due to ion–ion photon exchange is included).
We note in addition that inelastic production due to emission from the individual protons within
the ions (which we do note account for) is subtracted from the data.
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• Other possibilities?



Other effects?

• HO QED effects? Recent paper suggests could 
act in this direction/with this size. 

• But controversial. Previous studies predict much 
smaller effect, expect to be suppressed by 

W. Zha and Z. Tang, (2021), 2103.04605. 
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FIG. 1: The Feynman diagram for the lepton pair production in the Born approximation

FIG. 2: The Feynman diargam for the Coulomb correction

and [5] that the Coulomb corrections are large while the unitarity corrections are small

(see Table II). The results of [5] were confirmed recently in [6] by a direct summation of

the Feynman diagrams.

FIG. 3: The Feynman diagram for the unitarity correction

In this paper we present our calculations related to the exclusive and inclusive muon

pair production. This process may be easier to observe experimentally than e+e− pair

production described above. It should be stressed that the calculation scheme, as well as,

the final results for the µ+µ− pair production are quite different than those for the e+e−

pair production.

In the next section we calculate the Born cross section for one µ+µ− pair production

using the improved equivalent photon approximation with an accuracy about 5 %. In

Sect. 3 we present the Coulomb and unitarity corrections to the exclusive production

3

K. Hencken, E.A. Kuraev, V. Serbo, Phys.Rev.C 75 (2007) 034903… 
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• Unitary corrections? Studies suggest ~ 50% 
events accompanied by additional            pairs.

• Might these be vetoed on? Strongly peaked at 
low         so perhaps not. But requires study.
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• Ion dissociation? Not in SC (but in Starlight). Dominantly driven by 
additional ion-ion QED exchanges, i.e. unitary. Other inelastic emission 
subtracted from data.

• QED FSR? Included via Pythia in predictions, but worth recalling that 
production of such back-to-back leptons particularly sensitive to this.

Relevance of these effects clearly not limited to (SM) dimuon production!!
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Light-by-Light Scattering
• MC prediction compared with ATLAS data on LbyL scattering:
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Figure 8: Measured di�erential fiducial cross sections of WW ! WW production in Pb+Pb collisions at
p
BNN = 5.02 TeV

for four observables (from left to right and top to bottom): diphoton invariant mass, diphoton absolute rapidity,
average photon transverse momentum and diphoton | cos(\⇤) |. The measured cross-section values are shown as
points with error bars giving the statistical uncertainty and grey bands indicating the size of the total uncertainty. The
results are compared with the prediction from the SuperChic v3.0 MC generator (solid line) with bands denoting the
theoretical uncertainty.

shape of | cos(\⇤) | distribution. The <WW di�erential fiducial distribution is measured up to <WW = 30 GeV.
For <WW > 30 GeV, no events are observed in data versus a total expectation of 0.8 events.

The cross sections for all distributions shown in this paper, including normalised di�erential fiducial cross
sections, are available in HepData [62].

8.4 Search for ALP production

Any particle coupling directly to photons could be produced in an B-channel process in photon–photon
collisions, leading to a resonance peak in the invariant mass spectrum. One popular candidate for producing
a narrow diphoton resonance is an axion-like particle (ALP) [12]. The measured diphoton invariant mass
spectrum, as shown in Figure 7, is used to search for WW ! 0 ! WW process, where 0 denotes the ALP.
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9 Conclusions

This paper presents a measurement of the light-by-light scattering process in quasi-real photon interactions
from ultra-peripheral Pb+Pb collisions at

p
BNN = 5.02 TeV by the ATLAS experiment at the LHC. The

measurement is based on the full Run 2 data set corresponding to an integrated luminosity of 2.2 nb�1.
After the selection criteria, 97 events are selected in the data while 27 ± 5 background events are expected.
The dominant background processes are estimated using data-driven methods.

After background subtraction and corrections for detector e�ects are applied, the integrated fiducial cross
section of the WW ! WW process is measured to be ffid = 120 ± 17 (stat.) ± 13 (syst.) ± 4 (lumi.) nb.
The data-to-theory ratios are 1.50 ± 0.32 and 1.54 ± 0.32 for predictions from Ref. [37] and from the
SuperChic v3.0 MC generator, respectively. Di�erential fiducial cross sections are measured as a function
of several properties of the final-state photons and are compared with Standard Model theory predictions for
light-by-light scattering. All measured cross sections are consistent within 2 standard deviations with the
predictions. The measurement precision is limited in all kinematic regions by statistical uncertainties.

The measured diphoton invariant mass distribution is used to search for axion-like particles and set new
exclusion limits on their production in the Pb+Pb (WW) ! Pb(⇤)+Pb(⇤)

WW reaction. Integrated cross
sections above 2 to 70 nb are excluded at the 95% CL, depending on the diphoton invariant mass in the
range 6–100 GeV. These results provide, to this date and within the aforementioned mass range, the most
stringent constraints in the search for ALP signals.
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• SuperChic central prediction: 78 nb, i.e. now below the data. Differentially:

• Enhancement dominantly in lower mass region. In general comparison to/
calibration w.r.t. process such as dimuon production have key role here.

ATLAS, JHEP 03 (2021) 243 
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1 Introduction
Elastic light-by-light (LbL) scattering, gg ! gg, is a pure quantum mechanical process that
proceeds, at leading order in the quantum electrodynamics (QED) coupling a, via virtual box
diagrams containing charged particles (Fig. 1, left). In the standard model (SM), the box di-
agram involves contributions from charged fermions (leptons and quarks) and the W± bo-
son. Although LbL scattering via an electron loop has been indirectly tested through the high-
precision measurements of the anomalous magnetic moment of the electron [1] and muon [2],
its direct observation in the laboratory remains elusive because of a very suppressed produc-
tion cross section proportional to a4 ⇡ 3 ⇥ 10�9. Out of the two closely-related processes—
photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon split-
ting in a strong magnetic field (“vacuum birefringence”) [4, 5]—only the former has been
clearly observed [6]. However, as demonstrated in Ref. [7], the LbL process can be experi-
mentally observed in ultraperipheral interactions of ions, with impact parameters larger than
twice the radius of the nuclei, exploiting the very large fluxes of quasireal photons emitted by
the nuclei accelerated at TeV energies [8]. Ions accelerated at high energies generate strong elec-
tromagnetic fields, which, in the equivalent photon approximation [9–11], can be considered
as g beams of virtuality Q

2 < 1/R
2, where R is the effective radius of the charge distribu-

tion. For lead (Pb) nuclei with radius R ⇡ 7 fm, the quasireal photon beams have virtuali-
ties Q

2 < 10�3 GeV2, but very large longitudinal energy (up to Eg = g/R ⇡ 80 GeV, where
g is the Lorentz relativistic factor), enabling the production of massive central systems with
very soft transverse momenta (pT . 0.1 GeV). Since each photon flux scales as the square of
the ion charge Z

2, gg scattering cross sections in PbPb collisions are enhanced by a factor of
Z

4 ' 5 ⇥ 107 compared to similar proton-proton or electron-positron interactions.

γ

γ

PbPb

Pb Pb Pb

Pb

Pb(*)

Pb(*)

Pb(*)

Pb(*) Pb(*)

Pb(*)

g

g

g

e+

e−

γ

γ

γ

γ

γ

γ

Figure 1: Schematic diagrams of light-by-light scattering (gg ! gg, left), QED dielectron
(gg ! e+e�, centre), and central exclusive diphoton (gg ! gg, right) production in ultra-
peripheral PbPb collisions. The (⇤) superscript indicates a potential electromagnetic excitation
of the outgoing ions.

Many final states have been measured in photon-photon interactions in ultraperipheral colli-
sions of proton and/or lead beams at the CERN LHC, including gg ! e+e� [12–21], gg !
W+W� [22–24], and first evidence of gg ! gg reported by the ATLAS experiment [25] with a
signal significance of 4.4 standard deviations (3.8 standard deviations expected). The final-state
signature of interest in this analysis is the exclusive production of two photons, PbPb ! gg !
Pb(⇤)ggPb(⇤), where the diphoton final state is measured in the otherwise empty central part
of the detector, and the outgoing Pb ions (with a potential electromagnetic excitation denoted
by the (⇤) superscript) survive the interaction and escape undetected at very low q angles with
respect to the beam direction (Fig. 1, left). The dominant backgrounds are the QED production



• A MC event generator for CEP 
processes. Common platform for:

‣ QCD-induced CEP.

‣ Photoproduction.

‣ Photon-photon induced CEP.

• For pp, pA and AA collisions.  Weighted/unweighted events (LHE, 
HEPMC) available- can interface to Pythia/HERWIG etc as required.

SuperChic 4 - MC Implementation

https://superchic.hepforge.org
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• In heavy ions, currently implemented 
of most relevance:

‣ Lepton pairs.

‣ LbyL scattering.

‣ ALPs.

‣ Monopoles.

• But open to collaboration/discussion 
for including other channels!

Talks by M. Rangel, K. 
Schmieden…
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Summary/Outlook

Thank you for listening

★ Ultraperipheral heavy ion collisions a key mode for BSM (and SM) 
production.

★ SuperChic 4 MC: fully differential generation of this channel, including 
complete treatment of survival factor.

★ Further work: including ion dissociation, understanding theory/data 
difference, HO QED effects, new channels…

★ Much to do - stay tuned!


