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This workshop is for the SWAN team to learn more about your use cases (...)
hearing about how you use SWAN will help us understand how the service should
evolve to suit your needs.
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Removals




d®» End of life for SLC6

> January 2020
= Aligned with Ixplus

9/12 9/156 9/18 9/21 9/24 9/27 9/30 10/3 10/6

== x86_64-centos7-gcc62-opt == x86_64-centos7-gcc7-opt == x86_64-centos7-gcc8-opt == x86_64-slc6-gccd9-opt x86_64-slc6-gcc62-opt




&® Deprecation of Python 2

> January 2020

> Python 3 as default
» Old python 2 stacks still available
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& Deprecation of old LCG stacks

> 0Ongoing discussion
* Depending on support from users

> Stacks with low/no usage in the last 30 days:

= LCG 92 (Python 3), LCG 91 (Python 3), LCG 90 (Python 3), LCG 89 (Python 3), LCG 88
(Python 3), LCG 87, LCG 86, LCG 85




Additions




&» Jupyterlab

> Next-generation interface = = o wo wo e e s e

@ + t C " Lorenz.ipynb X | [ Terminal 1 X | ™ Console1 X  [W Data.ipynb X M README.md X
f r P r I t J t r £ &> notebooks B + X O O » = C Code v Python3 O
O OJ e C u py e Name - Last Modified In this Notebook we explore the Lorenz system of differential equations:
>
£ W Data.ipynb an hour ago .
- el € o ¢ x=o0(y—-x)
2 W Fasta.ipynb aday ago .
Concurrent editing : ‘ v
A Julia.ipynb aday ago 7= —=Pz+xy
2 W Lorenz.ipynb seconds ago
é W R.ipynb a day ago Let's call the function once to view the solutions. For this set of parameters, we see the trajectories swirling around two points,
o rs.
§ (8 iris.csv aday ago called attractors

> Missing: porting the

. from lorenz import solve_lorenz
@ lorenz.py 3 minutes ago

t, x_t = solve_lorenz(N=10)

L ] v

°

current extensions £
3 # Output View X B lorenz.py X
o

def solve_lorenz(N=10, max_time=4.0, sigma=10.0, beta=8./3, rho=28.0):
@ sigma 10.00 "nrplot a solution to the Lorenz differential equations."""
o . .
f 1t.f

[ beta 2.67 =P igure()

> Notebooks interface B o b 0 o2

# prepare the axes limits

available in parallel | g
during the transition |

def lorenz_deriv(x_y_z, t0, sigma=sigma, beta=beta, rho=rho):
""nCompute the time-derivative of a Lorenz system."""
X, ¥, Z = X_y_z
return [sigma * (y - x), x * (rho - z) -y, x * y - beta * 2]

# Choose random starting points, uniformly distributed from -15 to 15
np.random.seed (1)
x0 =15 + 30 * np.random.random((N, 3))




& \Vidia GPU Support

> Exploitation of container technologies to provide
support for NVidia GPUs P /Tlfll”

= Already integrated with ScienceBox |
SR e L\ g \ “’J

> Prototype server for testing purposes
* NVidia Tesla V100 PCle 32GB

>

= |f interested, ask us to join the beta program e s\‘f/
> All the packages are provided by CVMES Sommn """’
* Including CUDA enabled machine learning software
stack

» TensorBoard for interactive monitoring
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&d User managed Spark k8s

A I@v HSF
> Possibility to connect to user managed e smercon
Kubernetes clusters

= Offload Spark computations ¢ Add new cluster & context

= Control and use your own resources

= Quickly create, use and dispose ) Diabl T suppor
> Share access with other users e B

Spark cluster setting Soven Account Toren m
© =3
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In exploration




D Batch submission

> 0Ongoing effort: submit
batch jobs from the
notebook
» Using Ganga 0] Jnpepoca ] [0
- Monitoring display S e b e e S S

Google Summer of Code

Projects Share CERNBox

Select jobs to perform action on them.

3 Condor Executable SUBMITTING Jul 24th, 3:26 pm
- J b b 2 Condor Executable m
O S ta 1 Localhost Executable m
0 Localhost Executable Jul 24th, 3:21 pm 00 seconds
In [6]: %%ganga

j=ganga.Job()

j.submit()

v g Backend: m Application: Splitter: m X

Job ID Job Name Status Subjobs Submission Time Runtime
0 No Subjobs Jul 24th, 3:21 pm 00 seconds




&d Configurable software environment

> Adding support for @‘E

Conda environments

= Linked to Projects confaue roec o
= Sharable Lo « ]
> Easy installation of extra
packages
= Clone/import Projects and
install the software o s
automatically s
> Still a proof of concept -
» Integration with EOS is oy

..............
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Changes




dd» Move to Kubernetes

> 0Ongoing effort

» Based on ScienceBox and upstream

= Pilot infrastructure already in testing
v s

> Improve and modernize SWAN infrastructure
= Replicated, highly-available containers
» Add capacity in minutes to support spikes in service utilization
= Ability to roll out updates with no impact on service capacity
» Leverage on Cloud Containers service by IT-CM
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Future iImprovements

Thank you

Diogo Castro
diogo.castro@cern.ch




