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? Lepton g factor

Today, everyone knows that the proton is composite, 
and leptons are point-like particles …

But – are they really ?   

® Precise gℓ measurement and prediction are key ! 

�⃑� = −𝑔ℓ
(

)*ℓ
𝑆 , with |𝒈ℓ| = 𝟐 the gyromagnetic factor

Where 𝑔//𝑔( = 2.8 hinted that the proton is not elementary

Dirac’s relativistic theory of the electron (1928) naturally accounted for 
quantized particle spin and described elementary spin-1/2 particles

In the classical limit, one finds the Pauli equation with magnetic moment:

Paul Dirac(and radius 𝑅ℓ = 0, ie, elementary !)
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The anomalous magnetic moment of the muon 

BNL-E821 final result (1997–2001 data):

Muon g-2: Review of Theory and Experiment 63

Figure 30. Results for the E821 individual measurements of aµ by running year,
together with the final average.

7. The Theory of the Muon g-2

As discussed in the introduction, the g-factor of the muon is the quantity which relates

its spin !s to its magnetic moment !µ in appropriate units:

!µ = gµ
q

2mµ
!s , and gµ = 2

︸ ︷︷ ︸

Dirac

(1 + aµ) . (66)

In the Dirac theory of a charged spin-1/2 particle, g = 2. Quantum Electrodynamics

(QED) predicts deviations from the Dirac exact value, because in the presence of an

external magnetic field the muon can emit and re-absorb virtual photons. The correction

aµ to the Dirac prediction is called the anomalous magnetic moment. As we have seen

in the previous section, it is a quantity directly accessible to experiment.

In this section, we shall present a review of the various contributions to aµ in the
Standard Model, with special emphasis on the evaluations of the hadronic contributions.

7.1. The QED Contributions

In QED of photons and leptons alone, the Feynman diagrams which contribute to aµ at

a given order in the perturbation theory expansion (powers of α
π ), can be divided into

four classes:

7.1.1. Diagrams with Virtual Photons and Muon Loops.

Examples are the lowest-order contribution in Figure 31 and the two-loop contributions
in Figure 32. In full generality, this class of diagrams consists of those with virtual

photons only (wavy black lines), and those with virtual photons and internal fermion

loops (solid blue loops) restricted to be of the same flavor as the external line (solid

blue line) in an external magnetic field (X in the diagrams). Since aµ is a dimensionless

𝑎7 =
𝑔7 − 2
2

= 11 659 209.1 (5.4)(3.3) @ 10ABC

(0.54 ppm precision, assumes CPT invariance)
[ Muon g–2, E821, hep-ex/0602035 with updated value for λ ]

Evolution versus running year [ hep-ex/0602035 ]

Agreement between µ+ and µ – results

Experiment Beam Measurement daµ / aµ Required theor. terms

Columbia-Nevis (‘57) µ+ g = 2.00 (σ = 0.10) g = 2

Columbia-Nevis (‘60) µ+ 0.001 13 (+16)(–12) 12 % a/2p

CERN 1 (SC, 1961) µ+ 0.001 145 (22) 1.9 % a/2p

CERN 1 (SC, 1962) µ+ 0.001 162 (5) 0.43 %  (a/p)2

CERN 2 (PS, 1968) µ+ 0.001 166 16 (31) 266 ppm (a/p)3

CERN 3 (PS, 1979) µ± 0.001 165 923 0 (84) 7.2 ppm (a/p)3 + had (60 ppm)

BNL E821 (1997–2001) µ± 0.001 165 920 91 (63) 0.54 ppm (a/p)4 + had + weak + ?

[ See, eg, Miller, de Rafael, Roberts, hep-ph/0703049 ]

Evolution of experimental sensitivity:

µ+ µ+ µ+ µ+ µ–

Electrostatic 
focusing, 
magic g

Muon behaves 
like heavy 
electron
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Evolution of experimental sensitivity:
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magic g
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behaves like 
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Next is Fermilab’s new Muon g–2 Experiment
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Confronting Experiment with Theory

𝑎7DE =
𝑔7 − 2
2 = 𝑎7

FGH + 𝑎7GJ + 𝑎7KLM

The Standard Model prediction of aµ is traditionally decomposed in its main contributions:

of which the hadronic contribution has the largest uncertainty
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Confronting Experiment with Theory
QED HadronicElectroweak SUSY ? Some other 

type of new 
physics?
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FIG. 13 Representative diagrams contributing to aµ. First column: lowest-order diagram (upper) and first order QED
correction (lower); second column: lowest-order hadronic contribution (upper) and hadronic light-by-light scattering
(lower); third column: weak interaction diagrams; last column: possible contributions from lowest-order supersymme-
try.

The muon magnetic anomaly has recently been measured for positive and negative muons with a relative
precision of 5 × 10−7 by the E821 collaboration at Brookhaven National Laboratory (Muon (g − 2) Coll.,
2004). Combined with the older, less precise results from CERN (Bailey et al., 1977), and averaging over
charges, gives

aexp
µ = (11 659 208.0± 5.8) × 10−10 . (60)

Although the accuracy is 200 times worse than aexp
e , aµ is about m2

µ/m2
e # 40, 000 times more sensitive to new

physics and hence a better place (by about a factor of 200) to search for a deviation from the SM expectation.
Of course, strong and electroweak contributions to aµ are also enhanced by m2

µ/m2
e relative to ae; so, they

must be evaluated much more precisely in any meaningful comparison of aSM
µ with Eq. (60). Fortunately, the

recent experimental progress in aexp
µ has stimulated much theoretical improvement of aSM

µ , uncovering errors
and inspiring new computational approaches along the way, among these the use of hadronic τ decays.

It is convenient to separate the SM prediction for the anomalous magnetic moment of the muon into its
different contributions,

aSM
µ = aQED

µ + aweak
µ + ahad

µ , (61)

where aQED
µ = (11 658 472.0 ± 0.2) × 10−10 is the pure electromagnetic contribution (see (Czarnecki and

Marciano, 1999; Hughes and Kinoshita, 1999) and references therein),7 aweak
µ = (15.4 ± 0.1 ± 0.2) × 10−10,

with the first error being the hadronic uncertainty and the second due to the Higgs mass range, accounts for
corrections due to exchange of the weakly interacting bosons up to two loops (Czarnecki et al., 2003) (see
third column in Fig. 13). The term ahad

µ can be further decomposed into

ahad
µ = ahad,LO

µ + ahad,HO
µ + ahad,LBL

µ , (62)

where ahad,LO
µ is the lowest-order contribution from hadronic vacuum polarization and ahad,HO

µ the correspond-
ing higher-order part (Section VI.E). At the 3-loop level in α, the so-called hadronic light-by-light (LBL)

7 An improved calculation including all mass-dependent α4 QED contributions has been published recently with a slightly differ-
ent result (Kinoshita and Nio, 2004): aQED

µ = 116 584 719.58(0.02)(1.15)(0.85) × 10−11. Here, 0.02 and 1.15 are uncertainties
in the α4 and α5 terms, and 0.85 is from the uncertainty in α measured by atom interferometry.
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Measurement of the fine-structure
constant as a test of the
Standard Model
Richard H. Parker,1* Chenghui Yu,1* Weicheng Zhong,1 Brian Estey,1 Holger Müller1,2†

Measurements of the fine-structure constant a require methods from across subfields
and are thus powerful tests of the consistency of theory and experiment in physics.
Using the recoil frequency of cesium-133 atoms in a matter-wave interferometer,
we recorded the most accurate measurement of the fine-structure constant to date:
a = 1/137.035999046(27) at 2.0 × 10−10 accuracy. Using multiphoton interactions
(Bragg diffraction and Bloch oscillations), we demonstrate the largest phase
(12 million radians) of any Ramsey-Bordé interferometer and control systematic
effects at a level of 0.12 part per billion. Comparison with Penning trap measurements
of the electron gyromagnetic anomaly ge − 2 via the Standard Model of particle physics
is now limited by the uncertainty in ge − 2; a 2.5s tension rejects dark photons as the
reason for the unexplained part of the muon’s magnetic moment at a 99% confidence
level. Implications for dark-sector candidates and electron substructure may be a
sign of physics beyond the Standard Model that warrants further investigation.

T
he fine-structure constant a characterizes
the strength of the electromagnetic inter-
action between elementary charged parti-
cles. It hasbeenmeasuredby variousmethods
from diverse fields of physics (Fig. 1), and

the agreement of these results confirms the
consistency of theory and experiment across
fields. In particular, a can be obtained from
measurements of the electron’s gyromagnetic
anomaly ge − 2 by using the Standard Model of
particle physics, including quantum electro-
dynamics to the fifth order (involving >10,000
Feynman diagrams) and muonic as well as ha-

dronic physics (1–3). This path leads to an ac-
curacy of 0.24 part per billion (ppb) (4–6) and
was until now the most accurate measure-
ment of a.
An independent measurement of a at compa-

rable accuracy creates an opportunity to test the
Standard Model. The most accurate of previous
such measurements have been based on the ki-
netic energyℏ2k2=ð2mAtÞof an atom ofmassmAt

that recoils from scattering a photon of momen-
tumℏk (3), whereℏ is Planck’s constant h divided
by 2p, and k = 2p/l is the laser wave number
(where l is the laser wavelength). Experiments of

this type yield ℏ=mAt and have measured a to
0.62 ppb (7) via the relation

a2 ¼ 2R∞

c
mAt

me

h
mAt

The Rydberg constantR∞ is known to 0.006-ppb
accuracy (6), and the atom-to-electron mass ratio
ðmAt
me
Þ is known to better than 0.1 ppb for many spe-

cies.Here, c represents the speedof light in vacuum.
The fundamental tool of our experiment is a

matter-wave interferometer (8, 9). Similar to an
optical interferometer, this apparatus splits waves
from a coherent source along different paths, re-
combines them, andmeasures the resulting inter-
ference to extract the phase difference accumulated
between the waves on the paths. Sequences of
laser pulses are used to direct and recombine the
atomic matter waves along different trajectories,
to form a closed interferometer (10). The phase
evolution is governed by the Compton frequency
of the atoms. The probability of detecting each
atom at the output of the interferometers is a
function of the phase accumulated between the
different paths; measurement of the total atom
population in each output enables an estimate of
this phase. For the Ramsey-Bordé interferometer
geometry used in this experiment, the phase is
proportional to the photon recoil energy and
can therefore be used tomeasure the ratioℏ=mCs

(mCs, mass of a cesium atom) and, from that, the
fine-structure constant a.
In our experiment, we used a number of meth-

ods to increase the signal and suppress systematic
errors. We used 10-photon processes as beam
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Fig. 1. Precision
measurements of
the fine-structure
constant. A compari-
son of measurements
(1, 3–5, 7, 26–28).
“0” on the plot
is the CODATA 2014
recommended value
(7). The green points
are from photon recoil
experiments; the red
ones are from electron
ge − 2 measurements.
The inset is a close-up
view of the bottom
three measurements.
Error bars indicate
1s uncertainty. StanfU,
Stanford University;
UWash, University of
Washington; LKB,
Laboratoire Kastler
Brossel; HarvU,
Harvard University.
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? QED contribution

Known to 5 loops, good convergence, diagrams with internal electron loops enhanced:

𝑎7
FGH =

𝛼
2𝜋

+ 0.765 857 425(17)
𝛼
𝜋

)
+ 24.050 509 96 32

𝛼
𝜋

P

+ 130.880 6
𝛼
𝜋

Q
+ 752.2 1.0

𝛼
𝜋

R

[ 5-loop: Aoyama, Hayakawa, Kinoshita, Nio, 1205.5370 (2012) ]

Using α –1 = 137.035 999 046 (27) from a precise measurement* of h /mCs (0.2 ppb!), gives: 

[ Schwinger term ]

𝑎7
FGH = 11 658 471.892(0.003) @ 10ABC

with negligible uncertainty compared to experimental error of 6.3 @ 10ABC

Muon g � 2: Theory

In Standard Model (SM):

aSM
µ = aQED

µ + aweak
µ + ahad

µ

In contrast to ae , here now the contributions from weak and strong interactions
(hadrons) are relevant, since aµ ⇠ (mµ/M)2.

QED contributions

• Diagrams with internal electron loops are enhanced.

• At 2-loops: vacuum polarization from electron loops enhanced by QED
short-distance logarithm

• At 3-loops: light-by-light scattering from electron loops enhanced by QED
infrared logarithm [Aldins et al. ’69, ’70; Laporta, Remiddi ’93]

+ ...

e

µ

a
(3)
µ

���
lbyl

=


2

3
⇡2 ln

mµ

me

+ . . .

�⇣↵

⇡

⌘3
= 20.947 . . .

⇣↵

⇡

⌘3

• Loops with tau’s suppressed (decoupling)

3-loop light-by-light 
scattering with 
electron loop

*From Parker et al., Science Vol. 360, Issue 6385, 191 (2018), reporting 2.4s tension with α from electron g–2

Parker et al, 2018
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?
Electroweak  
contribution

EW contribution involving W, Z or Higgs is suppressed at least by a factor: 

𝑎7
GJ,1−loop =

𝐺X𝑚7
)

8 2𝜋)
5
3 +

1
3 1 − 4sin)𝜃^ ) + 𝒪

𝑚7
)

𝑚^
) + 𝒪

𝑚7
)

𝑚`
) = 19.48 @ 10ABC

𝛼
𝜋
𝑚7
)

𝑚^
) ≈ 4 @ 10Ab

The first loop gives: [ Jackiw, Weinberg and others 1972 ]

Two-loop contribution surprisingly large due to 
large ln(mZ /mµ): [ Czarnecki, Krause, Marciano, 1995, and others ]

𝑎7
GJ,2−loop = −4.12(0.10) @ 10ABC

1-loop diagrams (some cancellation between W/Z graphs)

Three-loop leading logarithms are found to be 
small (~10–12) [ Degrassi, Giudice, hep-ph/9803384, and others ]

2-loop diagrams (+ Higgs exchange)

⟹ 𝑎7
GJ,1+2−loop= 15.36(0.10) @ 10ABC
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Fermionic Contributions to aEW (2)
µ (ferm).

The discussion of the two-loop electroweak fermionic corrections is more delicate.

Because of the U(1) anomaly cancellation between lepton loops and quark loops

in the electroweak theory, one cannot separate hadronic from leptonic effects

any longer in diagrams like the ones shown in Figure 57, where a triangle with

two vector currents and an axial-vector current appears (the so-called VVA-
triangle). Individually, the lepton-loop and quark-loop contributions are each

gauge-dependent; depending on the gauge choice, they can even lead to UV-

divergent contributions. Only the sum of contributions within each family of leptons

and quarks is free from these ambiguities. As first discussed in References[163, 164],

it is this anomaly cancellation which eliminates some of the large logarithms that

were incorrectly kept in a previous calculation in Reference [165]. It is therefore
appropriate to separate the two-loop electroweak fermionic corrections into two

classes. One is the class arising from Feynman diagrams like the ones in Figure 57,

where a subgraph with a VVA-triangle of leptons and quarks appears, including the

graphs where the Z lines are replaced by Φ0 lines, if the calculation is done in the

ξZ-gauge. We denote this class by aEW (2)
µ (l, q) . The other class is defined by the

rest of the diagrams, where quark loops and lepton loops can be treated separately,
which we call aEW (2)

µ (ferm-rest) i.e.,

aEW (2)
µ (ferm) = aEW (2)

µ (l, q) + aEW (2)
µ (ferm-rest) .

Figure 57. Two-loop electroweak diagrams generated by the γγZ-Triangle. There
are similar diagrams corresponding to the µ ; c, s and τ ; t, b generations.

The contribution from aEW (2)
µ (ferm-rest) brings in m2

t /M
2
W factors. It has been

estimated, to a very good approximation, in Reference [164] with the result,

aEW (2)
µ (ferm-rest) =

GF√
2

m2
µ

8π2

α

π
× (−21 ± 4) , (152)

where the error here is the one induced by diagrams with Higgs propagators with

an allowed Higgs mass in the range 114 GeV < MH < 250 GeV.

Concerning the contributions to aEW (2)
µ (l, q), it is convenient to treat the three

generations separately. The contribution from the third generation can be

Muon g-2: Review of Theory and Experiment 91

∼
(

α
π

)3
Nc

7
27 × 2

3π
2 ln mµ

m , which is also incompatible with the QCD result in

Equation (142). Therefore, arguments based on the fact that the CQM (and/or

pQCD) gives a positive contribution are certainly “simple,” but also incorrect.
Notice however, that, contrary to the naive CQM, the constituent chiral quark

model of Georgi and Manohar[154] (see also Reference [155]) does indeed reproduce

the correct ln2 MQ behavior in the MQ → ∞ limit. This is because, in these models,

the Goldstone particles couple with the constituent quarks in a way which respects

chiral symmetry, and the pion pole diagram appears then explicitly. The same

happens in the extended version of the Nambu–Jona-Lasinio model [156]. These
models, however, suffer from other diseases [157], and therefore they are not fully

reliable to compute the hadronic light-by-light scattering contribution.

Hopefully, hadronic models of the light-by-light scattering contribution which

respect the QCD constraint in Equation (142) will be progressively improved, so as to

incorporate further and further QCD features; in particular, short-distance constraints,
following the lines discussed in References [117, 118, 158]. An interesting contribution in

this direction has been reported in Reference [159]. Unfortunately, as recently discussed

in Reference [160] their numerical evaluation is incomplete and model dependent with

largely underestimated errors. We believe that, at present, one can only claim to know

the hadronic light-by-light scattering contribution with a cautious error, which takes into

account the uncertainties from the integration regions which remain model dependent.
While awaiting further improvement, the educated value one can quote at present, based

on the combined work of References [153] and[152, 151] (appropriately corrected) as well

as Reference [159], is

a(6)
µ (H)lxl = (11 ± 4) × 10−10 . (148)

7.4. Electroweak Contributions

The leading contribution to the anomalous magnetic moment of the muon from the

electroweak Lagrangian of the Standard Model, originates at the one-loop level. The

relevant Feynman diagrams, which for simplicity we draw in the unitary gauge, are

shown in Figure 56, where we also indicate the size of their respective contributions.
The analytic evaluation of the overall contribution gives the result [22]

Figure 56. Weak interactions at the one-loop level



9

?
Hadronic 

contribution

The dominant hadronic contribution and uncertainty stems from the 
lowest order contribution, 𝑎7KLM,de, which cannot be calculated from 
perturbative QCD as it is in the nonperturbative regime

Tools to approach low-energy QCD:

1. Lattice QCD (encouraging results, but precision is challenging; 
prediction of broad range of dispersion relations prior to 𝑎7`fg,hi
needed to build confidence)

2. Effective QFT with hadrons such as chiral perturbation theory 
(limited validity range)

3. Hadronic models (hard to estimate robust uncertainties)

4. Dispersion relations and experimental data …

µ

g

g

had

g
µ



𝑎7
KLM,de =

1
3
𝛼
𝜋

)
j
*k
l

m

𝑑𝑠
𝐾 𝑠
𝑠

𝑅(𝑠)

10

?
Lowest-order hadronic 

contribution

The lowest-order hadronic contribution to aµ can be obtained from a dispersion relation:

Integration kernel falls steeply with s, 
® emphasis on low-mass R (s), which is 
dominated by low-multiplicity exclusive 
hadronic states, such as e+e– ® 𝜋+𝜋–

µ

g

g

had

g
µ

⟹ 𝑎7
KLM,de= 693.9(4.0) @ 10ABC

Recent estimate (2019):

[ Davier-Hoecker-Malaescu-Zhang (DHMZ), 1908.00921 (2019) ]

[ Bouchiat, Michel, 1961 ] 

[ Brodsky, de Rafael, 1968 ] 

® dominant uncertainty in SM prediction

Where: 𝑅 𝑠 = q((r(s→uLMvwxy)
q((r(s→7r7s)
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The hadronic contribution to the muon g–2

All hadronic contributions (LO, NLO, NNLO), except for light-by-light 
scattering (LBLS), can be obtained via dispersion relations using a mix 
of experimental data and perturbative QCD

The LBLS contribution is a four-point 
function that is currently estimated 
using meson models

µ

g

had

g
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The hadronic contribution to the muon g–2

In the following, all aµ numbers are given in units of 10–10
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Introduction

Long history of 𝑎7KLM,de determinations 
involving theorists and experimentalists 

650 700 750

a
Had

µ     [ x 10
−10

 ]

GR 1969
BEG 1972
BLO 1975
CNPR 1976
KNO 1985
B+ 1985
CLY 1985
J 1986
LPV 1987
BJPV 1989
MD 1990
J 1991
DDS 1995
EJ 1995
BP 1995
MZ 1995
BW 1996
S 1996
ADH 1998
DH 1998a
DH 1998b
GKSN 1998
KS 1998
BP 2001
TY 2002
DEHZ 2003a
HMNT 2003
DEHZ 2003b
HMNT 2004
GJ 2004
BP 2005
TY 2005
HMNT 2007
D+ 2009
DHMZ 2011
HLMNT 2011
JS 2011
J 2011
BP 2011
BDSS 2012

e+e− based

e+e− + τ based

2.7 2.8 2.9

∆α
(5)
had  (M

2
Z)  [ x 10

−2
 ]

𝑎7
KLM,de =

1
3
𝛼
𝜋

)

j
*k
l

m

𝑑𝑠
𝐾 𝑠
𝑠

𝑅(𝑠)

• Improvement mostly driven by better 
e+e– ® hadrons data (intermittently also 
hadronic tau decays used to improve over 
insufficient-quality low-mass e+e– data)

• The understanding of the data and the 
treatment of their uncertainties improved 
over time

• Sum-rule tests allowed to expand the 
use of perturbative QCD to predict R(s)

• Fairly consistent picture reached
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The challenge

The dispersion relation is solved using a mix of e+e– ® had data and QCD, depending on √s34

       

0

1

2

3

4

5

6

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

exclusive data

e+e– → hadrons

QCD

γγ2

Crystal Ball

PLUTO
BES

ω Φ J/ψ1S ψ2S
ψ3770

s1/2 (GeV)

R

0

1

2

3

4

5

6

5 6 7 8 9 10 11 12 13 14

e+e– → hadrons

QCD

PLUTO

LENA

Crystal Ball

MD1

JADE

MARK J

ϒ1S ϒ2S 3S 4S

ϒ10860

ϒ11020

s1/2 (GeV)

R

FIG. 15 Compilation of the data contributing to ahad,LO
µ . Shown is the total hadronic over muonic cross section ratio

R. The shaded band below 2GeV represents the sum of the exclusively measured channels, with the exception of the
contributions from the narrow resonances that are given as dashed lines. All data points shown correspond to inclusive
measurements. The cross-hatched band gives the prediction from (essentially) perturbative QCD (see text).

E. Hadronic three-loop effects

The three-loop hadronic contributions to aSM
µ involve one hadronic vacuum polarization insertion with

an additional loop (either photonic or another leptonic or hadronic vacuum polarization). They can be
evaluated (Krause, 1997) with the use of the same e+e− → hadrons data sets used for ahad,LO

µ . Denoting that
subset of O(α/π)3 hadronic contributions ahad,NLO

µ , we quote here the result of a recent analysis (Hagiwara
et al., 2004),

ahad,NLO
µ = (−9.8 ± 0.1) × 10−10 , (68)

which is consistent with earlier studies (Alemany et al., 1998; Krause, 1997). It would change by about
−0.3 × 10−10 if the τ data were also used.

More controversial are the hadronic light-by-light scattering contributions illustrated in the lower diagram of
the second column in Fig. 13. Since it invokes a four-point correlation function, a dispersion relation approach
using data is not possible and a first-principles calculation (e.g., lattice gauge theory (Blum, 2003)) has so far
not been carried out. Instead, calculations involving pole insertions, short distance quark loops (Bijnens et
al., 1996; Hayakawa et al., 1996) and charged-pion loops have been individually performed in a large NC QCD
approach. The pseudoscalar poles (π0, η and η′) dominate such a calculation. Unfortunately, in early studies
the sign of the contribution was incorrect. Its correction (Bijnens et al., 2002; Blokland et al., 2002; Hayakawa
and Kinoshita, 1998; Knecht and Nyffeler, 2002; Knecht et al., 2002) led to a large shift in the aSM

µ prediction.

• [ 𝜋0 g – 1.8 GeV ]: sum of 32 
exclusive channels; very few 
unmeasured channels are 
estimated using isospin symmetry

• [ 1.8 – 3.7 GeV ]: agreement 
between data and QCD for uds
continuum ® more precise QCD 
NNNLO used; J/𝜓 & 𝜓(2S) 
resonances from Breit-Wigner forms 

• [ 3.7 – 5.0 GeV ]: open charm pair 
production: use of data

• [ 5.0 GeV – ]: NNNLO QCD 
(assuming global quark-hadron duality   
to hold across bb threshold)

Davier, Hoecker, Zhang, hep-ph/0507078 (2005) — FIGURE OUTDATED, FOR ILLUSTRATION ONLY

∞
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Data combination procedure 

The combination of data with dominant systematic uncertainties and sometimes discrepancies 
among datasets is a delicate procedure that requires care. The stake (new physics or not in 
the muon g–2) is high, so a (reasonably) conservative approach is mandatory.   

Our procedure is as follows:

• Quadratic interpolation (splines) of adjacent data points is performed for each experiment

• A local combination of the interpolations of different datasets is computed in bins of 1 MeV, or in 
narrower bins for the ω, φ resonances

• The test statistic for the local combination (conservatively) uses local information only, avoiding 
constraints from potentially badly controlled long-range correlations of systematic uncertainties

• Where data are locally inconsistent, the uncertainty of the combination is rescaled following the     
PDG prescription

• The uncertainties on the combined dataset and dispersion integral are computed using pseudo-
experiments generated taking into account all known correlations between datapoints and datasets

• The full procedure has been validated using pseudo-experiments with known truth
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The dominant e+e– ® 𝜋+𝜋– contribution

Three types of input data:

• Energy scans: CMD-2 (δsyst ~ 0.8%), 
SND (δsyst ~ 1.5%), + DM1, DM2, OLYA, 
TOF

• ISR-based measurements: BABAR 
(δsyst ~ 0.5%), BES-III (δsyst ~ 0.9%), KLOE 
(δsyst ~ 0.8–1.4%)

• Hadronic tau decay data via isospin 
symmetry (CVC): ALEPH, OPAL, 
CLEO, Belle (δsyst-combined ~ 0.7%), 

gISR

hadrons

e+

e-

e+e– ® 𝜋+𝜋– contributes 73% to 𝑎7KLM,de and 71% to total uncertainty-squared

Many of the efforts in the last twenty years concentrated on that channel.                                   
Measurements dominated by systematic uncertainties

𝜌–𝜔 mixing
𝜌(770)

𝜌(1450)

𝜌(1700)

𝜌(2300) ?

e+e– ® 𝜋+𝜋–

Data combination

Relative to uncertainty2

due to quadratic addition

Compilation and combination: DHMZ, arXiv:1908.00921 (2019)



The dominant e+e– ® 𝜋+𝜋– contribution

gISR

hadrons

e+

e-

Huge amount of precision data, but — with a close look —
one notices issues…

e+e– ® 𝜋+𝜋– contributes 73% to 𝑎7KLM,de and 71% to total uncertainty-squared

Many of the efforts in the last twenty years concentrated on that channel.                                   
Measurements dominated by systematic uncertainties

Dominant systematic uncertainties / challenges:                   
(in parentheses uncertainties for best measurements)

• Energy scan measurements (ex. CMD-2 / 0.8%): 
detection efficiency, radiative corrections (0.4%), 
beam energy (0.3%), …

• ISR-based measurements (ex. BABAR / >0.5%): 
pion identification (0.3%), µ+µ– reference (0.4%), …

• Tau data (ALEPH, 0.3% on normalisation): 𝜋0 and 
photon reconstruction (0.2%), hadronic interactions 
(0.2%), isospin-violating effects ® not used anymore

Three types of input data:

• Energy scans: CMD-2 (δsyst ~ 0.8%), 
SND (δsyst ~ 1.5%), + DM1, DM2, OLYA, 
TOF

• ISR-based measurements: BABAR 
(δsyst ~ 0.5%), BES-III (δsyst ~ 0.9%), KLOE 
(δsyst ~ 0.8–1.4%)

• Hadronic tau decay data via isospin 
symmetry (CVC): ALEPH, OPAL, 
CLEO, Belle (δsyst-combined ~ 0.7%), 

17

Relative to uncertainty2

due to quadratic addition
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The dominant e+e– ® 𝜋+𝜋– contribution

Compilation and combination: DHMZ, arXiv:1908.00921 (2019)
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The dominant e+e– ® 𝜋+𝜋– contribution

Compilation and combination: DHMZ, arXiv:1908.00921 (2019)
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The dominant e+e– ® 𝜋+𝜋– contribution — impact on aµ
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Weight in combination

Uncertainty scale factor due 
to local inconsistency Comparison of results between 0.6–0.9 GeV 

for the various experiments. 
In case of CMD-2 all available measurements have been 
combined using HVPTools. For KLOE the result from the 
public combination is displayed. 

Removing from full combination BABAR or 
KLOE, respectively, leads to a difference of 
5.6 ×10–10, which (despite local error rescaling)      
is not covered by uncertainty of 2.1 ×10–10

® Add half of difference as additional 
uncertainty to aµ [𝜋+𝜋–]
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Phenomenological fit of 𝜋+𝜋– threshold region

Use phenomenological fit to supplement less precise data in the low-energy domain < 0.6 GeV 

5

Ô
s per experiment. The BABAR and KLOE measure-

ments dominate over the entire energy range. Owing
to the sharp radiator function, the KLOE event yield
increases towards the „(1020) mass leading to a bet-
ter precision than BABAR in the 0.8≠1.0 GeV region.
The group of experiments labelled “Other exp” in the
left panel of Fig. 3 corresponds to older data with in-
complete radiative corrections. Their weights are small
throughout the entire energy domain. The right hand
panel of Fig. 3 shows the scale factor versus centre-
of-mass energy that is locally applied to the combined
fi+fi≠ cross-section uncertainty to account for incon-
sistencies among the individual measurements. Signifi-
cant inconsistencies are found between the most precise
BABAR and KLOE datasets.

The computation of the dispersion integral over the
full fi+fi≠ spectrum requires to extend the available
data to the region between threshold and 0.3 GeV, for
which we use a fit as described below.

Phenomenological fit

The bare e+e≠
æ fi+fi≠ annihilation cross section is

related to the pion form factor F 0
fi (s) (excluding vacuum

polarisation) by

‡(0)(e+e≠
æ fi+fi≠) =
fi–2

3s
—3

0
(s) · |F 0

fi (s)|2 · FSR(s) , (1)

where – is the electromagnetic coupling constant,
—0(s) =


1 ≠ 4m2

fi/s is a threshold kinematic factor
and FSR(s) is the final state radiation contribution.

The pion form factor is an analytic function of s in
the complex plane, except on the real axis above 4m2

fi. It
can be parameterised as a product of two functions [30]

F 0

fi = G(s) · J(s) (2)
where

G(s) = 1 + –V s + Ÿs

m2
Ê ≠ s ≠ imÊ≈Ê

, (3)

and, exploiting the unitarity constraint which identifies
arg(F 0

fi ) with the P-wave fi+fi≠ phase shift ”1(s),

J(s) = e1≠”1(s0)/fi
·

3
1 ≠

s

s0

4#
1≠ ”1(s0)

fi

$
s0
s
3

1 ≠
s

s0

4≠1

· exp
A

s

fi

⁄ s0

4m2
fi

dt
”1(t)

t(t ≠ s)

B
. (4)

The last term in Eq. (3) accounts for fl≠Ê mixing. The
function J(s) is taken from Refs. [31, 32]. Owing to fl
dominance, the phase shift ”1(s) can be parameterised
by [33]

cot ”1(s) =
Ô

s

2k3(s)
!
m2

fl ≠ s
" 3

2m3
fi

m2
fl

Ô
s

+ B0 + B1Ê(s)
4

(5)

with

k(s) =


s ≠ 4m2
fi

2 , Ê(s) =
Ô

s ≠
Ô

s0 ≠ s
Ô

s +
Ô

s0 ≠ s
.

The six free parameters –V , Ÿ, mÊ, mfl, B0 and B1

are determined by the fit to the fi+fi≠ data restricted
to the region up to 1 GeV to stay below the thresh-
old of significant inelastic channels. The width of the
Ê resonance is fixed to its PDG value of 8.49 MeV [6],
and Ô

s0 = 1.05 GeV. The results of the fit are given
in Table 1. To derive an estimate for the model un-
certainty, we independently vary Ô

s0 to 1.3 GeV and
remove the linear term B1Ê(s) from Eq. (5) since the
resulting value of B1 from the nominal fit is consistent
with zero.

The fit is performed using as test statistic a diag-
onal ‰2 function that accounts for the statistical and
systematic uncertainties of the experimental measure-
ments. The same uncertainty rescaling in case of lo-
cal discrepancies among datasets as for the HVPTools
based combination is applied. Correlations are ignored
in the test statistic, but accounted for in the uncertainty
propagation through a series of pseudo-experiments for
each of which the full fit procedure is repeated. This is a
conservative procedure, as exploiting correlations in the
test statistic would improve the precision of the fit. Ac-
tually, the most precise measurements are dominated
by systematic uncertainties, whose size and mass de-
pendence as well as correlation among each other and
among data points rely on estimates with somewhat
limited precision, as discussed in section 2. Since there
are also clear indications of a significant underestimate
of the size of uncertainties in the discrepant dataset(s),
we prefer not to exploit this information in the con-
strained fit. Pseudo-experiments are also used to assess
the goodness-of-fit on the data, which yields a p-value
of 0.27.6 We have checked the reliability of this pro-
cedure by generating a set of pseudo-experiments and
evaluating the p-value for each of them. The expected
distribution of p-values reconstructed this way is indeed
uniform between 0 and 1.

A graphical comparison of the fit result with the
data is shown in Fig. 4. In the energy range between 0.3
and 0.6 GeV, the result of the fit yields for ahad,LO

µ [fifi]
a contribution of 109.8 ± 0.4 ± 0.4, where the first error
is experimental and the second the model uncertainty.
The latter is obtained by adding linearly the absolute
values of following two variations: the Ô

s0 variation of
≠0.13±0.10 and the di�erence of without and with the
B1Ê(s) term of 0.24 ± 0.14, where the uncertainty of
each variation accounts for the correlation between the
integral results. The corresponding result based on data

6 The p-values for each individual dataset read 0.042
(BABAR), 0.097 (KLOE), 0.449 (CMD), 0.675 (TOF),
0.718 (DM1), 0.756 (CMD-2), 0.796 (SND), and 0.984
(CLEO). The p-values for both OLYA and BESIII are close
to 1.
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Ô
s per experiment. The BABAR and KLOE measure-

ments dominate over the entire energy range. Owing
to the sharp radiator function, the KLOE event yield
increases towards the „(1020) mass leading to a bet-
ter precision than BABAR in the 0.8≠1.0 GeV region.
The group of experiments labelled “Other exp” in the
left panel of Fig. 3 corresponds to older data with in-
complete radiative corrections. Their weights are small
throughout the entire energy domain. The right hand
panel of Fig. 3 shows the scale factor versus centre-
of-mass energy that is locally applied to the combined
fi+fi≠ cross-section uncertainty to account for incon-
sistencies among the individual measurements. Signifi-
cant inconsistencies are found between the most precise
BABAR and KLOE datasets.

The computation of the dispersion integral over the
full fi+fi≠ spectrum requires to extend the available
data to the region between threshold and 0.3 GeV, for
which we use a fit as described below.

Phenomenological fit

The bare e+e≠
æ fi+fi≠ annihilation cross section is

related to the pion form factor F 0
fi (s) (excluding vacuum

polarisation) by

‡(0)(e+e≠
æ fi+fi≠) =
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(s) · |F 0

fi (s)|2 · FSR(s) , (1)

where – is the electromagnetic coupling constant,
—0(s) =


1 ≠ 4m2

fi/s is a threshold kinematic factor
and FSR(s) is the final state radiation contribution.

The pion form factor is an analytic function of s in
the complex plane, except on the real axis above 4m2

fi. It
can be parameterised as a product of two functions [30]

F 0

fi = G(s) · J(s) (2)
where

G(s) = 1 + –V s + Ÿs

m2
Ê ≠ s ≠ imÊ≈Ê
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The last term in Eq. (3) accounts for fl≠Ê mixing. The
function J(s) is taken from Refs. [31, 32]. Owing to fl
dominance, the phase shift ”1(s) can be parameterised
by [33]
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s ≠
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s +
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.

The six free parameters –V , Ÿ, mÊ, mfl, B0 and B1

are determined by the fit to the fi+fi≠ data restricted
to the region up to 1 GeV to stay below the thresh-
old of significant inelastic channels. The width of the
Ê resonance is fixed to its PDG value of 8.49 MeV [6],
and Ô

s0 = 1.05 GeV. The results of the fit are given
in Table 1. To derive an estimate for the model un-
certainty, we independently vary Ô

s0 to 1.3 GeV and
remove the linear term B1Ê(s) from Eq. (5) since the
resulting value of B1 from the nominal fit is consistent
with zero.

The fit is performed using as test statistic a diag-
onal ‰2 function that accounts for the statistical and
systematic uncertainties of the experimental measure-
ments. The same uncertainty rescaling in case of lo-
cal discrepancies among datasets as for the HVPTools
based combination is applied. Correlations are ignored
in the test statistic, but accounted for in the uncertainty
propagation through a series of pseudo-experiments for
each of which the full fit procedure is repeated. This is a
conservative procedure, as exploiting correlations in the
test statistic would improve the precision of the fit. Ac-
tually, the most precise measurements are dominated
by systematic uncertainties, whose size and mass de-
pendence as well as correlation among each other and
among data points rely on estimates with somewhat
limited precision, as discussed in section 2. Since there
are also clear indications of a significant underestimate
of the size of uncertainties in the discrepant dataset(s),
we prefer not to exploit this information in the con-
strained fit. Pseudo-experiments are also used to assess
the goodness-of-fit on the data, which yields a p-value
of 0.27.6 We have checked the reliability of this pro-
cedure by generating a set of pseudo-experiments and
evaluating the p-value for each of them. The expected
distribution of p-values reconstructed this way is indeed
uniform between 0 and 1.

A graphical comparison of the fit result with the
data is shown in Fig. 4. In the energy range between 0.3
and 0.6 GeV, the result of the fit yields for ahad,LO

µ [fifi]
a contribution of 109.8 ± 0.4 ± 0.4, where the first error
is experimental and the second the model uncertainty.
The latter is obtained by adding linearly the absolute
values of following two variations: the Ô

s0 variation of
≠0.13±0.10 and the di�erence of without and with the
B1Ê(s) term of 0.24 ± 0.14, where the uncertainty of
each variation accounts for the correlation between the
integral results. The corresponding result based on data

6 The p-values for each individual dataset read 0.042
(BABAR), 0.097 (KLOE), 0.449 (CMD), 0.675 (TOF),
0.718 (DM1), 0.756 (CMD-2), 0.796 (SND), and 0.984
(CLEO). The p-values for both OLYA and BESIII are close
to 1.

Form factor expressed as unitary Breit-Wigner incl. 𝜌 − 𝜔 mixing with 6 fit parameters  

Fit performed using conservative diagonal test statistic to avoid biased central values. Parameter and 
integration uncertainties determined via pseudo-experiments taking into account all known correlations 
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-p+p®-e+eUsed for 𝑎7KLM,de 𝜋}𝜋A

Fit range

Evaluation between 0.3 – 0.6 GeV gives:

𝜎(𝑎7
KLM,de) 𝜋}𝜋A = 109.8 ± 0.4��� ± 0.4�wM��

p-value (data | fit) = 0.27

Compared to 109.6 ± 1.0 from direct data integration

Note: the two above estimates do not include the additional 
systematic error from the overall BABAR-KLOE discrepancy, 
which is however included in the full 𝑎7KLM,de 𝜋}𝜋A evaluation.

Following approach of Hanhart
et al, arXiv:1611.09359
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The e+e– ® 𝜋+𝜋–𝜋0 contribution

e+e– ® 𝜋+𝜋–𝜋0 contributes with 6.6% to 𝑎7KLM,de and 19% to its uncertainty-squared 

Good agreement among precision data (no BABAR data yet below 1.04 GeV)
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Compilation and combination: DHMZ, Davier 1612.02743 (2016)
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The e+e– ® 𝜋+𝜋–𝜋0 contribution

e+e– ® 𝜋+𝜋–𝜋0 contributes with 6.6% to 𝑎7KLM,de and 19% to its uncertainty-squared 

Good agreement among precision data (no BABAR data yet below 1.04 GeV)
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The e+e– ® KSKL, K+K– contributions

e+e– ® KSKL, K+K– contribute to 5.1% to 𝑎7KLM,de and 2.3% to its uncertainty-squared 

Good consistency in KSKL final state, newer data from CMD-3 and BABAR
BABAR reconstructed KL directly via their nuclear interactions in the electromagnetic calorimeter 
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The e+e– ® KSKL, K+K– contributions

e+e– ® KSKL, K+K– contribute to 5.1% to 𝑎7KLM,de and 2.3% to its uncertainty-squared 

Problems in K+K– channel, discrepancy between BABAR and SND (VEPP-2000) resolved with 
new SND dataset. Remaining discrepancy between BABAR vs CMD-2 vs CMD-3. 
K+K– final state with low kaons at threshold hard to reconstruct for energy-scan experiments. Easier in BABAR due to ISR boost

BABAR (σsyst = 0.7%) higher by 5.1% than CMD-2 (σsyst = 2.2%), but 5.5% lower than CMD-3 (σsyst = 2.2%)

Overall difference of 11%, not covered by CMD-2/3 systematic uncertainties. Deterioration by factor of 2 of combined 
dataset due to local uncertainty rescaling

   [GeV]s
1 1.2 1.4 1.6 1.8 2

C
ro

ss
 s

ec
tio

n 
  [

nb
]

-210

-110

1

10

210

310
OLYA
CMD
DM1
DM2

SND
CMD-2
CMD-3
BABAR

Combined

-K+K®-e+e

   [GeV]s
1 1.2 1.4 1.6 1.8 2

C
ro

ss
 s

ec
tio

n 
  [

nb
]

-210

-110

1

10

210

310

   [GeV]s
1.016 1.017 1.018 1.019 1.02 1.021 1.022 1.023 1.024

C
ro

ss
 s

ec
tio

n(
ex

p)
 / 

C
om

bi
na

tio
n 

- 1
-0.15

-0.1

-0.05

0

0.05

0.1

0.15
-K+K®-e+e SND

CMD-2
CMD-3
BABAR

Combined

   [GeV]s
1.016 1.017 1.018 1.019 1.02 1.021 1.022 1.023 1.024

C
ro

ss
 s

ec
tio

n(
ex

p)
 / 

C
om

bi
na

tio
n 

- 1
-0.15

-0.1

-0.05

0

0.05

0.1

0.15

Large error rescaling in combination

Compilation and combination: DHMZ, arXiv:1908.00921 (2019)
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The e+e– ® 𝜋+𝜋–𝜋+𝜋–, 𝜋+𝜋–𝜋0𝜋0 contributions

The four pion channels contribute with 4.5% to 𝑎7KLM,de and 3.7% to its uncertainty-squared 

𝜋+𝜋–𝜋+𝜋– channel pretty well known since long, but 𝜋+𝜋–𝜋0𝜋0 challenging. Discrepancies in 
earlier data, but recent precise (~3.1% systematic) measurement from BABAR much improving 
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Compilation and combination: DHMZ, Davier 1612.02743 (2016)
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The e+e–® ≥ 5𝜋 contributions

≥ 5𝜋 channels (incl. 𝜂𝜋𝜋) contribute with 0.5% to 𝑎7KLM,de and 1.5% to its uncertainty-squared 

Also here, large improvement from BABAR ISR data, problems in older datasets
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Davier 1612.02743 (2016)
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The e+e– ® KK 𝜋(𝜋𝜋) contributions (many charge combinations)

Past analyses suffered from missing final states that were estimated by symmetry arguments

Systematic measurement of exclusive processes by BABAR completes the KK𝜋 and (almost) 
all KK𝜋𝜋 final states. Their sum contributes 0.5% to 𝑎7KLM,de and 0.2% to uncertainty-squared 
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Charm resonance region (above DD threshold)

3.7–5.0 GeV region contributes with 1.1% to 𝑎7KLM,de and 0.8% to its uncertainty-squared 

Good agreement between measurements. Precision dominated by BES (σsyst ~ 3.5%) 

–
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FIG. 7: Inclusive hadronic cross section versus centre-of-mass
energy above the DD threshold. The measurements are taken
from PLUTO [46], Crystal Ball [47] and BES [48]. The light
shaded (green) band indicates the HVPTools average within
1� errors.

K±K?⌥(890) transitions below 2 GeV. Both I = 0, 1 am-
plitudes (A0,1) contribute. The fit of the Dalitz plot in
the first channel yields the moduli of the two amplitudes
and their relative phase as a function of mass. Hence
everything is determined, as seen from the following re-
lations (labels written in the order KK? with the given
K? decay modes):

�(K+K�⇡0 +K�K+⇡0) =
1

6
|A0 �A1|

2 , (9)

�(K0
SK

0
L⇡

0 +K0
LK

0
S⇡

0) =
1

6
|A0 +A1|

2 , (10)

�(K0K�⇡+ +K0K+⇡�) =
1

3
|A0 +A1|

2 , (11)

�(K+K0⇡� +K�K0⇡+) =
1

3
|A0 �A1|

2 . (12)

The measured K0
SK

±⇡⌥ cross section (no ordering here)
is therefore equal to 1

3 [|A0|
2 + |A1|

2] = 1
3 (�0 + �1), and

�(KK⇡) = 3�(K0
SK

±⇡⌥) for the dominant KK? part.
Note that, unlike it was assumed in Ref. [30, 31], in gen-
eral �(K0

SK
0
L⇡

0) is not equal to �(K+K�⇡0).
The complete KK⇡ contribution is obtained from

�(KK⇡) = 3�(K0
SK

±⇡⌥) + �(�⇡0)⇥B(� ! KK), with
B(� ! KK) = 0.831 ± 0.003, where contributions from
non-hadronic � decays are neglected, whereas decays to
⇡+⇡�⇡0 are already counted in the multi-pion channels.

KK2⇡ Channels. The channels measured by
BABAR are K+K�⇡+⇡� and K+K�2⇡0 [9]. They are
dominated by K?K⇡, with K⇡ not in a K?, and smaller
contributions from K+K�⇢0 and �⇡⇡.
In the dominant K?K⇡ mode one can have I = 0 and

I = 1 amplitudes. The di↵erent charge configurations
can be obtained via IK⇡ = 1/2 and 3/2 amplitudes,
where, however, IK⇡ = 3/2 is not favoured because it
would have predicted �(K+K�⇡+⇡�) = �(K+K�2⇡0),

whereas a ratio of roughly 4:1 has been measured [9].
In the following we assume a pure IK⇡ = 1/2 state, so
that the relevant cross sections read (labels in the order
K?K⇡, appropriately summing over K0(K0))

�(K±⇡0K⌥⇡0) =
1

18
|A0 �A1|

2 , (13)

�(K0⇡±K⌥⇡0) =
1

9
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2 , (14)
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1

18
|A0 +A1|

2 , (15)
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1
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2 , (16)
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1
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2 , (17)
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2
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2 , (18)
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1
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2 , (19)

�(K0⇡±K0⇡⌥) =
2

9
|A0 �A1|

2 . (20)

This leads to �(KK⇡⇡) = 9�(K+K�⇡0⇡0) +
9
4�(K

+K�⇡+⇡�).

The inclusive �(KK⇢) cross section is thus obtained as
follows: get �(�⇡+⇡�) = 2�(�2⇡0) and �(K+K�⇢0) =
�(K+K�⇡+⇡�) � �(K?0K±⇡⌥) � �(�⇡+⇡�) ⇥ B(� !

K+K�) (note that the published BABAR cross section
table for K?0K±⇡⌥ already includes the branching frac-
tion for K?0

! K±⇡⌥). In lack of more information,
we assume �(KK⇢) = 4�(K+K�⇢0), with a 100% error,
and obtain �(KK⇡⇡) = 9[�(K+K�2⇡0) � �(�2⇡0)] +
9
4�(K

?0K±⇡⌥) + 3
2�(�⇡

+⇡�) + 4�(K+K�⇢0).

KK3⇡ Channels. BABAR has only measured the
final state K+K�⇡+⇡�⇡0 [6], which is dominated by
K+K�! up to 2 GeV. The channel �⌘ has been mea-
sured, and the remaining �⇡+⇡�⇡0 amplitude is negli-
gible. The ! dominance does not apply to the missing
channelsK0K±⇡⌥⇡+⇡� andK0K±⇡⌥2⇡0, but their dy-
namics (for instance K?) should be seen in the measured
K+K�⇡+⇡�⇡0 mode, so it may be small, at least below
2 GeV.

The missing channels are estimated as follows:
�(K+K�⇡+⇡�⇡0)⌘-excl = �(K+K�⇡+⇡�⇡0)� �(�⌘)⇥
B(� ! K+K�)⇥B(⌘ ! ⇡+⇡�⇡0). We assume, within a
systematic error of 50%, �(K0K0⇡+⇡�⇡0)⌘-excl =
�(K+K�⇡+⇡�⇡0)⌘-excl, treat �(�⌘) separately,
and compute the non-pionic ! contribution by
2�(K+K�⇡+⇡�⇡0)⌘-excl ⇥ B(!-non-pionic)/B(! !

⇡+⇡�⇡0). Contributions from K0K±⇡⌥⇡+⇡� and
K0K±⇡⌥2⇡0 below 2 GeV are neglected.

⌘4⇡ Channels. BABAR has measured
�(⌘2⇡+2⇡�) [6], where the 4⇡ state has C = �1, I = 1.
Because �(2⇡+2⇡�) ⇡ �(⇡+⇡�2⇡0), we assume the
same ratio for the ⌘4⇡ process with the same 4⇡ quantum
numbers. We thus estimate �(⌘4⇡) = 2�(⌘2⇡+2⇡�),
and assign a systematic error of 25% to it.
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Data, QCD and the big picture

Combines sum of 
exclusive channels 
discussed before

Use of QCD (found in 
good agreement with 
recent precision data)

Charm resonances 
integrated using data

Use of QCD 
above

(σsyst > 2.3%) 

(σsyst > 3.5%) 
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Full compilation in numbers
DHMZ, arXiv:1908.00921 (2019)

Legend: First error statistical, second channel-specific systematic, third common systematic (correlated)
For RQCD, uncertainties are due to: 𝛼S, NNNLO truncation, resummation (FOPT vs. CIPT), quark masses

1

Channel ahad,LOµ [10�10]

⇡0� 4.29± 0.06± 0.04± 0.07

⌘� 0.65± 0.02± 0.01± 0.01

⇡+⇡� 506.93± 1.09± 2.17± 0.75

⇡+⇡�⇡0 46.00± 0.40± 1.09± 0.86

2⇡+2⇡� 13.70± 0.03± 0.28± 0.13

⇡+⇡�2⇡0 18.03± 0.06± 0.49± 0.26

2⇡+2⇡�⇡0 (⌘ excl.) 0.69± 0.04± 0.06± 0.03

⇡+⇡�3⇡0 (⌘ excl., from isospin) 0.35± 0.02± 0.03± 0.01

3⇡+3⇡� 0.11± 0.00± 0.01± 0.00

2⇡+2⇡�2⇡0 (⌘ excl.) 0.72± 0.06± 0.07± 0.14

⇡+⇡�4⇡0 (⌘ excl., from isospin) 0.11± 0.01± 0.11± 0.00

⌘⇡+⇡� 1.18± 0.03± 0.06± 0.02

⌘! 0.30± 0.03± 0.03± 0.01

⌘2⇡+2⇡� 0.02± 0.01± 0.00± 0.00

⌘⇡+⇡�2⇡0 0.02± 0.01± 0.01± 0.00

!⇡0 (! ! ⇡0�) 0.89± 0.01± 0.02± 0.02

!(⇡⇡)0 (! ! ⇡0�) 0.08± 0.00± 0.01± 0.00

! (non: 3⇡,⇡�, ⌘�) 0.36± 0.00± 0.01± 0.00

K+K� 22.67± 0.25± 0.32± 0.15

KSKL 12.82± 0.06± 0.18± 0.15

� (non: KK, 3⇡,⇡�, ⌘�) 0.05± 0.00± 0.00± 0.00

KK⇡ 2.45± 0.06± 0.12± 0.07

KK2⇡ 0.85± 0.03± 0.05± 0.01

KK3⇡ (estimate) �0.03± 0.01± 0.02± 0.00

�⌘ 0.36± 0.02± 0.02± 0.01

!KK (! ! ⇡0�) 0.00± 0.00± 0.00± 0.00

!⌘⇡0 0.06± 0.04± 0.00± 0.00

R data 3.7� 5.0 GeV 7.29± 0.05± 0.30± 0.00

J/ 6.28± 0.07

 (2S) 1.57± 0.03

RQCD [1.8–3.7 GeV] (uds) 33.45± 0.14± 0.12± 0.21± 0.04

RQCD [5.0–9.3 GeV] (udsc) 6.86± 0.02± 0.00± 0.01± 0.03

RQCD [9.3–12.0 GeV] (udscb) 1.21± 0.00± 0.00± 0.00± 0.01

RQCD [12.0–40.0 GeV] (udscb) 1.64± 0.00± 0.00± 0.00± 0.00

RQCD [> 40.0 GeV] (udscb) 0.16± 0.00± 0.00± 0.00± 0.00

RQCD [> 40.0 GeV] (t) 0.00± 0.00± 0.00± 0.00± 0.00

Sum 692.1± 1.2± 2.6± 1.6± 0.1 ± 0.3QCD

𝑎7
KLM,de = 693.9 ± 1.0y�L� ± 3.8y�y� ± 0.1� ± 0.7F�H = 693.9 ± 4.0

10

Channel ahad,LO

µ [10≠10] ∆–had(m2

Z) [10≠4]

fi0“ 4.29 ± 0.06 ± 0.04 ± 0.07 0.35 ± 0.00 ± 0.00 ± 0.01
÷“ 0.65 ± 0.02 ± 0.01 ± 0.01 0.08 ± 0.00 ± 0.00 ± 0.00
fi+fi≠ 507.80 ± 0.83 ± 3.19 ± 0.60 34.49 ± 0.06 ± 0.20 ± 0.04
fi+fi≠fi0 46.20 ± 0.40 ± 1.10 ± 0.86 4.60 ± 0.04 ± 0.11 ± 0.08
2fi+2fi≠ 13.68 ± 0.03 ± 0.27 ± 0.14 3.58 ± 0.01 ± 0.07 ± 0.03
fi+fi≠2fi0 18.03 ± 0.06 ± 0.48 ± 0.26 4.45 ± 0.02 ± 0.12 ± 0.07
2fi+2fi≠fi0 (÷ excl.) 0.69 ± 0.04 ± 0.06 ± 0.03 0.21 ± 0.01 ± 0.02 ± 0.01
fi+fi≠3fi0 (÷ excl.) 0.49 ± 0.03 ± 0.09 ± 0.00 0.15 ± 0.01 ± 0.03 ± 0.00
3fi+3fi≠ 0.11 ± 0.00 ± 0.01 ± 0.00 0.04 ± 0.00 ± 0.00 ± 0.00
2fi+2fi≠2fi0 (÷ excl.) 0.71 ± 0.06 ± 0.07 ± 0.14 0.25 ± 0.02 ± 0.02 ± 0.05
fi+fi≠4fi0 (÷ excl., isospin) 0.08 ± 0.01 ± 0.08 ± 0.00 0.03 ± 0.00 ± 0.03 ± 0.00
÷fi+fi≠ 1.19 ± 0.02 ± 0.04 ± 0.02 0.35 ± 0.01 ± 0.01 ± 0.01
÷Ê 0.35 ± 0.01 ± 0.02 ± 0.01 0.11 ± 0.00 ± 0.01 ± 0.00
÷fi+fi≠fi0(non-Ê, „) 0.34 ± 0.03 ± 0.03 ± 0.04 0.12 ± 0.01 ± 0.01 ± 0.01
÷2fi+2fi≠ 0.02 ± 0.01 ± 0.00 ± 0.00 0.01 ± 0.00 ± 0.00 ± 0.00
Ê÷fi0 0.06 ± 0.01 ± 0.01 ± 0.00 0.02 ± 0.00 ± 0.00 ± 0.00
Êfi0 (Ê æ fi0“) 0.94 ± 0.01 ± 0.03 ± 0.00 0.20 ± 0.00 ± 0.01 ± 0.00
Ê2fi (Ê æ fi0“) 0.07 ± 0.00 ± 0.00 ± 0.00 0.02 ± 0.00 ± 0.00 ± 0.00
Ê (non-3fi, fi“, ÷“) 0.04 ± 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00 ± 0.00
K+K≠ 23.08 ± 0.20 ± 0.33 ± 0.21 3.35 ± 0.03 ± 0.05 ± 0.03
KSKL 12.82 ± 0.06 ± 0.18 ± 0.15 1.74 ± 0.01 ± 0.03 ± 0.02
„ (non-KK, 3fi, fi“, ÷“) 0.05 ± 0.00 ± 0.00 ± 0.00 0.01 ± 0.00 ± 0.00 ± 0.00
KKfi 2.45 ± 0.05 ± 0.10 ± 0.06 0.78 ± 0.02 ± 0.03 ± 0.02
KK2fi 0.85 ± 0.02 ± 0.05 ± 0.01 0.30 ± 0.01 ± 0.02 ± 0.00
KKÊ 0.00 ± 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00 ± 0.00
÷„ 0.33 ± 0.01 ± 0.01 ± 0.00 0.11 ± 0.00 ± 0.00 ± 0.00
÷KK (non-„) 0.01 ± 0.01 ± 0.01 ± 0.00 0.00 ± 0.00 ± 0.01 ± 0.00
Ê3fi (Ê æ fi0“) 0.06 ± 0.01 ± 0.01 ± 0.01 0.02 ± 0.00 ± 0.00 ± 0.00
7fi (3fi+3fi≠fi0 + estimate) 0.02 ± 0.00 ± 0.01 ± 0.00 0.01 ± 0.00 ± 0.00 ± 0.00

J/Â (BW integral) 6.28 ± 0.07 7.09 ± 0.08
Â(2S) (BW integral) 1.57 ± 0.03 2.50 ± 0.04

R data [3.7 ≠ 5.0] GeV 7.29 ± 0.05 ± 0.30 ± 0.00 15.79 ± 0.12 ± 0.66 ± 0.00

RQCD [1.8 ≠ 3.7 GeV]uds 33.45 ± 0.28 ± 0.65dual 24.27 ± 0.18 ± 0.28dual

RQCD [5.0 ≠ 9.3 GeV]udsc 6.86 ± 0.04 34.89 ± 0.17
RQCD [9.3 ≠ 12.0 GeV]udscb 1.21 ± 0.01 15.56 ± 0.04
RQCD [12.0 ≠ 40.0 GeV]udscb 1.64 ± 0.00 77.94 ± 0.12
RQCD [> 40.0 GeV]udscb 0.16 ± 0.00 42.70 ± 0.06
RQCD [> 40.0 GeV]t 0.00 ± 0.00 ≠0.72 ± 0.01

Sum 693.9 ± 1.0 ± 3.4 ± 1.6 ± 0.1Â ± 0.7QCD 275.43 ± 0.15 ± 0.72 ± 0.23 ± 0.09Â ± 0.55QCD

Table 2. Compilation of the contributions to ahad,LO

µ and ∆–had(m2

Z) as obtained from HVPTools, and the phenomenolog-
ical fit for the fi+fi≠ contribution below 0.6 GeV. Where three (or more) uncertainties are given, the first is statistical, the
second channel-specific systematic, and the third common systematic, which is correlated with at least one other channel.
For the contributions computed from QCD, only total uncertainties are given, which include e�ects from the –S uncertainty,
the truncation of the perturbative series at four loops, the FOPT vs. CIPT ambiguity, and quark mass uncertainties. Except
for the latter uncertainty, all other uncertainties are taken to be fully correlated among the various energy regions where
QCD is used. The additional uncertainty dubbed “dual” estimates possible quark-hadron duality violating e�ects in the
QCD estimate between 1.8 and 2.0 GeV. The uncertainties in the Breit-Wigner integrals of the narrow resonances J/Â and
Â(2S) are dominated by the the respective electronic width measurements [6]. The uncertainties in the sums (last line)
are obtained by quadratically adding all statistical and channel-specific systematic uncertainties, and by linearly adding
correlated inter-channel systematic uncertainties.
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Higher order hadronic terms

NLO two-point correlation contributions to 𝑎7KLM,�de can be computed akin to the LO part via     
(a sum of) dispersion relations

𝑎7
KLM,�de(�) =

1
3
𝛼
𝜋

)

j
*k
l

m

𝑑𝑠
𝐾(�) 𝑠
𝑠

𝑅(𝑠)

Each diagram corresponds to specific kernel function K (i)

⟹ 𝑎7
KLM,�de= (−9.87 ± 0.09) @ 10ABC

Flavour changing and conserving processes

(a) LO (b) 2a (c) 2b (d) 2c

(e) 3a (f) 3b (g) 3b (h) 3c

(i) 3c (j) 3c (k) 3b,lbl (l) 3d

Figure 3. Sample LO, NLO and NNLO Feynman diagrams contributing to ahadµ . The external fermions are muons and the fermions in
the closed loops represent electrons.
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Higher order hadronic terms

The four-point hadronic LBL scattering contribution, however,  
cannot be obtained this way and models are used instead 

Calculation uses hadronic models with 𝜋0, 𝜂(’), … pole insertions and 
𝜋± loops in the large-NC limit (Lattice QCD offers promising alternative)

γ γ
Had.

Fig. (1): Leading order hadronic contribution
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Fig. (2a): Dashed lines indicate a hadronic insertion on the photon propagator.
Mirror counterparts and diagrams with interchange of massless and “massive” photon
propagators have to be included.
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NLO two-point correlation contributions to 𝑎7KLM,�de can be computed akin to the LO part via      
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Figure 3. Sample LO, NLO and NNLO Feynman diagrams contributing to ahadµ . The external fermions are muons and the fermions in
the closed loops represent electrons.
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Educated guess (other groups find smaller / larger uncertainty)  

Hadronic light-by-light scattering in the muon g � 2

QED: light-by-light scattering at higher orders in perturbation series via lepton-loop:

� e

� �

�

In muon g � 2:

)

e

µ

�

Hadronic light-by-light scattering in muon g � 2 from strong interactions (QCD):

µ

�

=

⇡0, ⌘, ⌘0

+ . . . + . . .

⇡+

ahad.LxLµ =

Coupling of photons to hadrons, e.g. ⇡0, via form factor: ⇡0
�

�

View before 2014: in contrast to HVP, no direct relation to experimental data ! size
and even sign of contribution to aµ unknown !
Approach: use hadronic model at low energies with exchanges and loops of resonances
and some (dressed) “quark-loop” at high energies.
Problems: Four-point function depends on several invariant momenta ) distinction
between low and high energies not as easy as for two-point function in HVP.
Mixed regions: one loop momentum Q

2
1 large, the other Q2

2 small and vice versa.
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?

Summing all contributions [ ∙ 10–10 ]:

Muon g – 2 summary

𝑎7
FGH = 11 658 471.892 ± 0.003

𝑎7
KLM,d�d = 10.5 ± 2.6

𝒂𝝁𝐒𝐌 = (𝟏𝟏 𝟔𝟓𝟗 𝟏𝟖𝟑. 𝟎 ± 𝟒. 𝟖) @ 𝟏𝟎A𝟏𝟎

𝑎7GJ = 15.36 ± 0.10

𝑎7
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Legend: First error statistical, second channel-specific systematic, third common systematic (correlated)
For RQCD, uncertainties are due to: 𝛼S, NNNLO truncation, resummation (FOPT vs. CIPT), quark masses
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Channel ahad,LO

µ [10≠10] ∆–had(m2

Z) [10≠4]

fi0“ 4.29 ± 0.06 ± 0.04 ± 0.07 0.35 ± 0.00 ± 0.00 ± 0.01
÷“ 0.65 ± 0.02 ± 0.01 ± 0.01 0.08 ± 0.00 ± 0.00 ± 0.00
fi+fi≠ 507.80 ± 0.83 ± 3.19 ± 0.60 34.49 ± 0.06 ± 0.20 ± 0.04
fi+fi≠fi0 46.20 ± 0.40 ± 1.10 ± 0.86 4.60 ± 0.04 ± 0.11 ± 0.08
2fi+2fi≠ 13.68 ± 0.03 ± 0.27 ± 0.14 3.58 ± 0.01 ± 0.07 ± 0.03
fi+fi≠2fi0 18.03 ± 0.06 ± 0.48 ± 0.26 4.45 ± 0.02 ± 0.12 ± 0.07
2fi+2fi≠fi0 (÷ excl.) 0.69 ± 0.04 ± 0.06 ± 0.03 0.21 ± 0.01 ± 0.02 ± 0.01
fi+fi≠3fi0 (÷ excl.) 0.49 ± 0.03 ± 0.09 ± 0.00 0.15 ± 0.01 ± 0.03 ± 0.00
3fi+3fi≠ 0.11 ± 0.00 ± 0.01 ± 0.00 0.04 ± 0.00 ± 0.00 ± 0.00
2fi+2fi≠2fi0 (÷ excl.) 0.71 ± 0.06 ± 0.07 ± 0.14 0.25 ± 0.02 ± 0.02 ± 0.05
fi+fi≠4fi0 (÷ excl., isospin) 0.08 ± 0.01 ± 0.08 ± 0.00 0.03 ± 0.00 ± 0.03 ± 0.00
÷fi+fi≠ 1.19 ± 0.02 ± 0.04 ± 0.02 0.35 ± 0.01 ± 0.01 ± 0.01
÷Ê 0.35 ± 0.01 ± 0.02 ± 0.01 0.11 ± 0.00 ± 0.01 ± 0.00
÷fi+fi≠fi0(non-Ê, „) 0.34 ± 0.03 ± 0.03 ± 0.04 0.12 ± 0.01 ± 0.01 ± 0.01
÷2fi+2fi≠ 0.02 ± 0.01 ± 0.00 ± 0.00 0.01 ± 0.00 ± 0.00 ± 0.00
Ê÷fi0 0.06 ± 0.01 ± 0.01 ± 0.00 0.02 ± 0.00 ± 0.00 ± 0.00
Êfi0 (Ê æ fi0“) 0.94 ± 0.01 ± 0.03 ± 0.00 0.20 ± 0.00 ± 0.01 ± 0.00
Ê2fi (Ê æ fi0“) 0.07 ± 0.00 ± 0.00 ± 0.00 0.02 ± 0.00 ± 0.00 ± 0.00
Ê (non-3fi, fi“, ÷“) 0.04 ± 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00 ± 0.00
K+K≠ 23.08 ± 0.20 ± 0.33 ± 0.21 3.35 ± 0.03 ± 0.05 ± 0.03
KSKL 12.82 ± 0.06 ± 0.18 ± 0.15 1.74 ± 0.01 ± 0.03 ± 0.02
„ (non-KK, 3fi, fi“, ÷“) 0.05 ± 0.00 ± 0.00 ± 0.00 0.01 ± 0.00 ± 0.00 ± 0.00
KKfi 2.45 ± 0.05 ± 0.10 ± 0.06 0.78 ± 0.02 ± 0.03 ± 0.02
KK2fi 0.85 ± 0.02 ± 0.05 ± 0.01 0.30 ± 0.01 ± 0.02 ± 0.00
KKÊ 0.00 ± 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00 ± 0.00
÷„ 0.33 ± 0.01 ± 0.01 ± 0.00 0.11 ± 0.00 ± 0.00 ± 0.00
÷KK (non-„) 0.01 ± 0.01 ± 0.01 ± 0.00 0.00 ± 0.00 ± 0.01 ± 0.00
Ê3fi (Ê æ fi0“) 0.06 ± 0.01 ± 0.01 ± 0.01 0.02 ± 0.00 ± 0.00 ± 0.00
7fi (3fi+3fi≠fi0 + estimate) 0.02 ± 0.00 ± 0.01 ± 0.00 0.01 ± 0.00 ± 0.00 ± 0.00

J/Â (BW integral) 6.28 ± 0.07 7.09 ± 0.08
Â(2S) (BW integral) 1.57 ± 0.03 2.50 ± 0.04

R data [3.7 ≠ 5.0] GeV 7.29 ± 0.05 ± 0.30 ± 0.00 15.79 ± 0.12 ± 0.66 ± 0.00

RQCD [1.8 ≠ 3.7 GeV]uds 33.45 ± 0.28 ± 0.65dual 24.27 ± 0.18 ± 0.28dual

RQCD [5.0 ≠ 9.3 GeV]udsc 6.86 ± 0.04 34.89 ± 0.17
RQCD [9.3 ≠ 12.0 GeV]udscb 1.21 ± 0.01 15.56 ± 0.04
RQCD [12.0 ≠ 40.0 GeV]udscb 1.64 ± 0.00 77.94 ± 0.12
RQCD [> 40.0 GeV]udscb 0.16 ± 0.00 42.70 ± 0.06
RQCD [> 40.0 GeV]t 0.00 ± 0.00 ≠0.72 ± 0.01

Sum 693.9 ± 1.0 ± 3.4 ± 1.6 ± 0.1Â ± 0.7QCD 275.43 ± 0.15 ± 0.72 ± 0.23 ± 0.09Â ± 0.55QCD

Table 2. Compilation of the contributions to ahad,LO

µ and ∆–had(m2

Z) as obtained from HVPTools, and the phenomenolog-
ical fit for the fi+fi≠ contribution below 0.6 GeV. Where three (or more) uncertainties are given, the first is statistical, the
second channel-specific systematic, and the third common systematic, which is correlated with at least one other channel.
For the contributions computed from QCD, only total uncertainties are given, which include e�ects from the –S uncertainty,
the truncation of the perturbative series at four loops, the FOPT vs. CIPT ambiguity, and quark mass uncertainties. Except
for the latter uncertainty, all other uncertainties are taken to be fully correlated among the various energy regions where
QCD is used. The additional uncertainty dubbed “dual” estimates possible quark-hadron duality violating e�ects in the
QCD estimate between 1.8 and 2.0 GeV. The uncertainties in the Breit-Wigner integrals of the narrow resonances J/Â and
Â(2S) are dominated by the the respective electronic width measurements [6]. The uncertainties in the sums (last line)
are obtained by quadratically adding all statistical and channel-specific systematic uncertainties, and by linearly adding
correlated inter-channel systematic uncertainties.
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For the contributions computed from QCD, only total uncertainties are given, which include e�ects from the –S uncertainty,
the truncation of the perturbative series at four loops, the FOPT vs. CIPT ambiguity, and quark mass uncertainties. Except
for the latter uncertainty, all other uncertainties are taken to be fully correlated among the various energy regions where
QCD is used. The additional uncertainty dubbed “dual” estimates possible quark-hadron duality violating e�ects in the
QCD estimate between 1.8 and 2.0 GeV. The uncertainties in the Breit-Wigner integrals of the narrow resonances J/Â and
Â(2S) are dominated by the the respective electronic width measurements [6]. The uncertainties in the sums (last line)
are obtained by quadratically adding all statistical and channel-specific systematic uncertainties, and by linearly adding
correlated inter-channel systematic uncertainties.
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Summing all contributions

𝛼QED(mZ)

∆𝛼uLM 𝑚�
) = 275.4 ± 1.0 @ 10AQ

𝜶𝐐𝐄𝐃 𝒎𝒁
𝟐 =

𝜶𝐐𝐄𝐃 𝟎
𝟏 − ∆𝜶𝐥𝐞𝐩 𝒎𝒁

𝟐 − ∆𝜶𝒉𝒂𝒅 𝒎𝒁
𝟐 = 𝟏/(𝟏𝟐𝟖. 𝟗𝟒𝟔 ± 𝟎. 𝟎𝟏𝟑)

∆𝛼���(𝑚�
)) = (314.979 ± 0.002) @ 10AQ 4-loop QED, Sturm, arXiv: 1305.0581 (2013) 

DHMZ, arXiv:1908.00921 (2019)
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The uncertainty on ∆𝛼uLM 𝑚�
) is (currently) subdominant in global electroweak fit, eg:
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Figure 4: Comparison of the constraints on MH obtained indirectly from individual observables with the
fit result and the direct LHC measurement. For the indirect determinations among the four observables
providing the strongest MH constraints (namely sin2✓`e↵ , MW , A0,b

FB and A`) only the one indicated in a
given row of the plot is included in the fit. The results shown are not fully independent.

from the ATLAS MW and Tevatron sin2✓`
e↵

measurements are in agreement with the direct MH

measurement.

An important consistency test of the SM is the simultaneous indirect determination of mt and MW .
A scan of the confidence level (CL) profile of MW versus mt is shown in Fig. 5 for the scenarios
where the direct MH measurement is included in the fit (blue) or not (grey). Both contours agree
with the direct measurements (green bands and ellipse for two degrees of freedom).

Figure 6 displays ��
2 fit profiles for the indirect determination of some of the electroweak ob-

servables.4 The results are shown for fits including (blue) and excluding (grey) the direct MH

measurement highlighting the strong impact of the MH measurement on the fit constraints. The
direct measurement of each observable with its 1� uncertainty are indicated by the data points at
��

2 = 1. The detailed predictions of the fit are given in Table 1.

The fit indirectly determines the W mass to be

MW = 80.3535± 0.0027mt
± 0.0030�theomt

± 0.0026MZ
± 0.0026↵S

± 0.0024�↵had ± 0.0001MH
± 0.0040�theoMW

GeV ,

= 80.354± 0.007tot GeV , (2)

and the e↵ective leptonic weak mixing angle as

sin2✓`
e↵

= 0.231532± 0.000011mt
± 0.000016�theomt

± 0.000012MZ
± 0.000021↵S

± 0.000035�↵had ± 0.000001MH
± 0.000040

�theo sin
2✓`e↵

,

= 0.23153± 0.00006tot . (3)

4The indirect determination profiles are obtained by excluding the input measurement of the respective observable
from the fit (see figure legends).

Gfitter Group, arXiv:1803.01853 (2018)

(to be compared with exp. uncertainty of 13 MeV)
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?

Long standing > 3 sigma discrepancy between data and SM on aµ

Huge improvement in experimental data during the last ~20 years, but to match the precision 
of the new Fermilab muon g–2 experiment further progress is needed on the SM calculation of 
the hadronic contribution

For LO:

• BABAR-KLOE discrepancy in 𝜋+𝜋– channel unresolved, limiting improvement of LO evaluation: 
𝜎(𝑎7

KLM,de) 𝜋}𝜋A = 3.4 @ 10ABC

New 𝜋}𝜋A data from SND & CMD-3 expected (systematic error < 0.5% possible), also new BABAR analysis underway

• The 𝐾}𝐾A data data discrepancy between CMD-2/3/BABAR needs to be understood: 
𝜎(𝑎7

KLM,de) 𝐾}𝐾A = 0.44 @ 10ABC

• Also 𝜋+𝜋–𝜋0 contribution needs more precision: 𝜎(𝑎7KLM,de) 𝜋+𝜋–𝜋0 = 1.5 @ 10ABC

Beyond LO, a robust estimate (and uncertainty) of the LBLS contribution is most crucial

Conclusions



? Conclusions

Lord Kelvin

Accurate, minute measurement seems to the non-scientific imagination, 
a less lofty and dignified work than looking for something new. 

But [many of] the grandest discoveries of science have been but the 
rewards of accurate measurement and patient long-continued labour in 
the minute sifting of numerical results.

Said to originate from: William Thomson Kelvin

2 Aug 1871 in a speech to the British Association for the Advancement of Science
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Additional slides
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Measuring the muon g – 2

The BNL muon g–2 
experiment (E821), 
1997–2001
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? Magnetic moment

The magnetic dipole moment of a particle can be observed from its motion in a magnetic field

Intrinsic magnetic moment discovered in Stern-Gerlach experiment, 1922:

N

S

® atoms have intrinsic and quantised angular momentum

Uhlenbeck & Goudsmit postulated in 1925 that electrons have spin angular momentum 
with magnetic dipole moment: 𝑒/2𝑚( (Bohr magneton)

Expected result 

Observation

Inhomogeneous magnetic field

Beam of neutral silver atoms 
(unpaired atomic electron) A commemorative plaque at 

the Frankfurt physics institute 
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Measuring the muon g – 2

ωf ≡ ωª − ω« =
𝑒
𝑚7𝑐

𝑎7𝐵 − 𝑎7 −
1

𝛾) − 1
𝛽×𝐸

Analogous approach as for electron: search for discrepancy between the frequencies of 
cyclotron motion and spin precession 

For polarised muons moving in a uniform B field (perp. to muon spin and orbit plane),                 
and focused in an electric quadrupole field, the observed difference between spin 
precession and cyclotron frequency (= “anomalous frequency”), ignoring µEDM, is:

The E field dependence is eliminated at the “magic g ”: g = 29.3  ® pµ = 3.09 GeV

The experiment measures (gµ – 2)/2 directly
[ J. Bailey et al., NP B150, 1 (1979) ]

With electrostatic focusing, no gradient 
B field focusing needed so that B can 
be made as uniform as possible !

ωf Independent of muon momentum Motional magnetic field
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Exploit muon properties in experiment

1. Parity violation polarizes muons in pion decay 
spin orientation

2. Anomalous frequency proportional to aµ

© D. Hertzog, UIUC

3. Magic g :

4. Again parity violation in muon decay

el
ec

tro
n 

co
un

ts
Time

Pions from proton-nucleon collision (AGS)

fast electron emitted in direction opposite to muon spin

ωf =
𝑒
𝑚7𝑐

𝑎7𝐵 − 𝑎7 −
1

𝛾) − 1
𝛽×𝐸 ≈

𝑒
𝑚7𝑐

𝑎7𝐵

�̅�7 ⟵ 𝜋A ⟶ 𝜇�w�Lv·y�MA

𝜇�w�Lv·y�M
A ⟶ 𝑒A + �̅�( + 𝜈7

ωf

1. Inject polarized muons to the storage ring.
– 𝜋+ → 𝜇+𝜈 decay

2. Muon spin precession relative to momentum in cyclotron is proportional to g-2 
under “special” condition.

𝝎 = 𝜔 − 𝜔c c r = 𝒈−𝟐
𝟐

𝑒𝑩
𝑐
= 𝒂𝝁

𝑒𝑩
𝑐

¾ Precise measurement of 𝑔 − 2 needs precise determinations of 𝝎 and 𝑩.
– Muon-to-proton magnetic moment ratio is also used instead of 𝑒/𝑚 .

Principle of muon g-2 Measurement 3

Storage ring

Momentum

Spin

Polarized 𝜇

B

#p
os

itr
on

s

Time [µs]

𝝁+
�̅�

𝑒+
Spin

𝜈𝑒

𝑒+ direction is correlated
to muon spin direction. 

3. Detect high energy 𝑒+ from 𝜇+ decay 
@J-PARC MC
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BNL E821: muon g – 2 experiment 

precision of the experimental determination of ae, and in the independent determination
of ↵, would significantly expand the NP e↵ects probed. However, at the current precision
the comparison of aexpte and a

theory
e makes it possible to set limits on the existence of ‘dark

photons’, i.e. light vector bosons that couple feebly to the electron [18].

2.2 Muon

The current best experimental measure of aµ (average of aµ±) is provided by the E821
experiment at Brookhaven National Lab [19, 20]:

a
expt
µ = 116 592 089 (63)⇥ 10�11

. (10)

Experimental measurement of the anomalous magnetic moment is substantially more
di�cult for the muon, owing to its production method and short lifetime (2.2 µs). However,
the measurement technique is entirely analogous: one searches for a discrepancy between
the frequencies of cyclotron motion and spin precession. This is performed in a storage
ring, shown schematically on the left-hand side of Fig. 4.

Quadrupole
Focussing

Kicker
Magnets

Inflector Magnet

1.4 T Magnet

7.1 m

P+

Calorimeter

e+

sµTime modulo 100
0 20 40 60 80 100

M
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Figure 4: Left: Schematic of the E821 experiment. Right: Signal from E821. Data are
shown modulo 100 µs. Reprinted with permission from [19]. See main text for description.

A proton beam incident on a target produces a large number of pions which subse-
quently decay into muons. The selected muon momentum gives a relativistically enhanced
lifetime of around 64 µs. The muon beam is injected at a velocity ~v into a 7.1 m radius
ring where there is a 1.4 T vertical magnetic field, ~B, which produces cyclotron motion
matching the ring radius. Electrostatic focussing of the beam is provided by a series of
quadrupole lenses around the ring.

The associated anomalous frequency can be written as

~!a =
e

mc


aµ

~B �
✓
aµ �

1

�2 � 1

◆
~� ⇥ ~E

�
⇡ aµ

e ~B

mc
, (11)

5

• A 24 GeV proton beam (AGS) incident on a target produces large number of pions that decay to muons 
• The 3.1 GeV muon beam (relativistically enhanced lifetime of 64 µs) is injected into a 7.1 m radius ring 

with 1.4 T vertical magnetic field, which produces cyclotron motion matching the ring radius
• Electrostatic focusing of the beam is provided by a series of quadrupole lenses around the ring. 

• Decay electrons (correlated with µ spin precession) counted vs. time in calorimeters inside ring (® 𝜔a)
• Precise measurement of 𝜔a and B allows to extract aµ
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BNL E821: muon g – 2 experiment 

Observed positron rate in successive 100 µs periods
~150 polarisation rotations during measurement period

Anomalous frequency:

ωf ≈
𝑒
𝑚7𝑐

𝑎7𝐵

obtained from time-dependent fit to 
electron counts (for given energy E)

𝑁 𝑡 = 𝑁C𝑒Aº/»¼ 1 − 𝐴 @ sin ωf𝑡 − 𝜙

E821 (g –2), hep-ex/0202024  

In blue: fit parameters

Total systematic uncertainty on ωf: 0.2–0.3 ppm, 
with largest contributors:
• pileup (~in-time arrival of two low-E electrons)
• muon losses
• coherent betatron oscillation (muon loss and 

CBO amplitude [frequency: 0.48 MHz, compared 
to ωf: 0.23 MHz] are part of fit)

• calorimeter gain changes
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BNL E821: muon g – 2 experiment 
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(a) Calibration position
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(b) Azimuthal average

FIG. 25: Homogeneity of the field at the (a) calibration position and (b) in the azimuthal average

for one trolley run during the R00 period. The contour lines correspond to 0.5 ppm field differences

between adjacent pairs.

location by powering correcting coils on the surface of nearby magnet poles. The gradients

were measured with the trolley positioned at various locations, typically 10 mm apart in

azimuth. The trolley measurements and the shift in field measured with the plunging probe

determine the azimuthal positioning of the active volume within the trolley probes with

respect to the plunging probe. The corresponding contribution to the relative calibration of

the trolley probes amounts to 0.03 ppm.

The calibration of the NMR probes may vary with the measured NMR frequency, since

the frequency is determined by counting zero crossings in a signal with a decaying baseline.

Other factors, such as the temperature and power supply voltage, may have an effect as

well. The effects were studied and an uncertainty contribution of 0.05 ppm in the field

measurement was derived.

The absolute calibration of the trolley probes was made with the storage ring at atmo-

spheric pressure while the measurements used in the analysis were made with the ring under

vacuum. The paramagnetism of O2 in the air-filled trolley creates a small shift in the mea-

sured field, which depends on the positions of the probes within the trolley. The size of the

52

Azimuthal average for one trolley run. 
Contours are 0.5 ppm field differences. 

hep-ex/0602035
B-field is proportional to free proton precession frequency ω/
(𝐵 = ω//𝜇/) measured by NMR probes so one can write:

𝑎7 =

𝑒
𝑚7𝑐

𝑎7𝐵
𝑒
𝑚7𝑐

𝑔
2 𝐵 − 𝑒

𝑚7𝑐
𝑎7𝐵

=
ωf

ωh − ωf

where: ωh is Larmor frequency of muon, ℛ measured by E821, 
and the µ-to-p magnetic moment ratio is: 𝜆 = 3.183 345 107(84) 
(λ is determined from muonium (µ+e –) hyperfine level structure measurements) 

® Systematic uncertainty on ω/ between 0.2 and 0.4 ppm

ωf and ω/ measured independently in blind analyses ® doubly blind experiment!

The B-field is mapped with 17 NMR probes mounted on a trolley pulled through the beampipe

=
ωf/ω/

ωh/ω/ − ωf/ω/
=

ℛ
𝜆 − ℛ



Digression: Running of aQED(MZ)

Photon vacuum polarisation 
function Pg(q2) ( ) ( )†4 2 2

em em 0 ( ) (0) 0 ( )iqxi d x e TJ x J g q q q qµ n µn µ n
g= - - Õò

Only vacuum polarisation 
“screens” electron charge

(0)( )
1 ( )

s
s

aa
a

=
- D

with:

Leptonic Dalep(s) calculable in QED (known to 3-loops). However, quark loops are modified by long-
distance hadronic physics, cannot be calculated with perturbative QCD 

Way out: Optical Theorem (unitarity) 
(0)

(0)
[ hadrons]12 Im ( ) ( )
[ ]
e es R s
e eg

sp
s µ µ

+ -

+ - + -

®
Õ = º

®

( )2(0)Born:  ( ) ( ) / ( )s s ss s a a=

Im[                    ]  µ |                        hadrons  |2and the subtracted dispersion 
relation of Pg(q2) (analyticity)

0

Im ( )
( ) (0)

( )
sss ds

s s s i
g

g g p e

¥ ¢Õ
¢Õ -Õ =
¢ ¢ - -ò had

0

( )( ) Re
3 ( )
s R ss ds

s s s i
aa
p e

¥ ¢
¢D = -
¢ ¢ - -ò

( ) 4 Re ( ) (0)s sg ga pa é ùD = - Õ -Õë û
split into leptonic and hadronic contribution

Precise knowledge a(mZ) important ingredient to global electroweak fit
Dahad(s) uncertainty contributes 1.8 MeV to mW SM prediction (total error of SM: 8 MeV), but dominant uncertainty to sin2θeff (SM)



Digression: Can it be real ?

The absolute size of the effect ∆𝑎7 = 27.4 ± 7.6 is large compared to EW contribution of 15.4
(but some cancellation among bosons in latter contribution)

• Generic decoupling new physics predicts: 𝑎7�À ~ C @
*Ã
*ÄÅ

)
[ Jegerlehner, Nyffeler, 0902.3360 ] 

Here: 𝑚�À ~ 2 TeV for 𝐶 = 1, 𝑚�À ~ 100 GeV for C = Ë
Ì

(natural strength), 𝑚�À ~ 5 GeV for 𝐶 = Ë
Ì

)

• Generic SUSY predicts: 𝑎7DÍDÎ ~ sign(𝜇) @ (13 @ 10ABC) @
BCC Ð�Ñ
*ÒÓÒÔ

)
@ tan𝛽

– In constrained SUSY models, ∆𝑎7 cannot be reconciled with the non-observation of strongly 
produced sparticles at the LHC [ de Vries et al, MasterCode, 1504.03260 ] 

– However, general models such as the pMSSM can still accommodate ∆𝑎7 with light neutralinos, 
charginos and sleptons, not yet excluded by the LHC 

• A “dark photon” (γ′) coupling to SM via mixing with photon may give: 𝑎7
ÙÚ ~ Ë

)Ì
𝜀𝐹(𝑚ÙÚ)

– ∆𝑎7 is accommodated for coupling strength 𝜀 ~ 0.1– 0.2% and mass 𝑚ÙÚ ~ 10 − 100 MeV

– Searches for a dark photon have been performed (so far negative) or are planned at       
colliders (LHC, B-factories, KLOE, …) and fixed target experiments (Jefferson Lab, MAMI, …)


