
PDFs at the HL-LHC and 
LHeC

Electrons for the LHC, Chavannes de Bogis, 24 
October 2019

Lucian Harland-Lang, University of Oxford

Oxford blue
 Visual identity guidelines

 1

In collaboration with Rabah Abdul-Khalek, Shaun 
Bailey, Jun Gao and Juan Rojo



Motivation/Approach
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Figure 4.1. Comparison of the PDF4LHC15 set with the HL–LHC profiled set in scenarios A and C,
defined in Table 4.1. We show the gluon, down quark, up anti–quark, and total strangeness at Q = 10
GeV, normalized to the central value of the PDF4LHC15 baseline. The bands correspond to the one–
sigma PDF uncertainties.

4.2 Partonic luminosities

Next we take a look at the partonic luminosities, to quantify the improvement in the PDF
uncertainties in di↵erent initial–state partonic combinations from the HL–LHC pseudo–data.
In Fig. 4.2 we show the reduction of PDF uncertainties in the gg, qg, qq̄, and qq, ss̄, and
sū luminosities at

p
s = 14 TeV that can be expected as a consequence of adding the HL–

LHC pseudo–data on top of the PDF4LHC15 baseline. Note that a value of 1 in these plots
corresponds to no uncertainty reduction. As in the case of the PDF comparisons, results are
shown both for the conservative (A) and optimistic (C) scenarios for our projections of the
experimental systematic uncertainties.

In addition, in Table 4.2 we also report the average values of these PDF uncertainty reduc-
tions for three di↵erent invariant mass bins. In particular, we consider low invariant masses,
10 GeV  MX  40 GeV, relevant for instance for Monte Carlo tuning and QCD studies;
intermediate masses, 40 GeV  MX  1 TeV, relevant for electroweak, top, and Higgs measure-
ments; and large invariance masses, 1 TeV  MX  6 TeV, relevant for searches of new heavy
particles. These averages are computed from 10 points per mass bin, logarithmically spaced in
MX . In Table 4.2, the values shown outside (inside) the brackets correspond to the optimistic
(conservative) scenario.

From the comparisons in Fig. 4.2 and Table 4.2, we observe again that the reduction in the
uncertainties of the PDF luminosities is rather robust with respect to the assumed projections
for the experimental systematic uncertainties. For instance, for intermediate values of the final–
state invariant mass, 40 GeV  MX  1 TeV, we find that for all the partonic initial states the
reduction factor varies between 0.28 and 0.40 (0.42 and 0.45, 0.31 and 0.40) in the optimistic and
conservative scenario for the gluon–gluon (gluon–quark, quark–antiquark) luminosities. These
results again reinforce our conclusion that the results of this study are only mildly sensitive to
the details of the projected pseudo–data.

We find that in the intermediate MX bin the reduction of PDF uncertainties ranges approx-
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• Earlier study: projected PDF sensitivity of final HL-LHC dataset.

• Based on profiling of PDF4LHC baseline set: ‘global’ PDF fit.

• This approach now extended to assess expected impact of LHeCSciPost Physics Submission
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Figure 4.6: Same as Fig. 4.4, but with the error relative to each set shown.

struction in agreement with the theory generated using this PDF4LHC set. We are therefore
by construction assuming that no additional parametric freedom will need to be introduced
in order to describe the (future) data under consideration, or more precisely, to describe the
combination of global PDF fits to these data. Such an assumption may turn out to be too
strong, though as with the choice of tolerance above, there is currently no strong motiva-
tion for believing this will be true. Nonetheless, a natural question to ask is the extent to
which the type of projection studies we consider here are dependent on the flexibility of the
parameterisation adopted in the baseline prior PDF set.

To explore this point further, we will consider the use of a baseline PDF prior set based
on a rather more restrictive parametrisation in comparison to PDF4LHC15, specifically the
HERAPDF2.0 NNLO set [12]. In this HERAPDF case, there are only ⇠ 14 free parameters,
reflecting the lack of constraints coming from the HERA data alone on for example the detailed
quark flavour decomposition. To illustrate how this parametrization is less flexible than the
one used in global fits, we note for example that the down quark valence and antiquark are
parameterised in terms of only 3 free parameters, while the total strangeness is assumed to
be proportional to the antidown quark. This is in contrast to the CT and MMHT sets, which
have each between 2 and 3 times more free parameters in total, while the NNPDF parametric
freedom is greater still.

There is therefore significantly less parametric freedom in the HERAPDF2.0 case in com-
parison to the PDF4LHC15 baseline. We note in particular that in the the original LHeC
studies of PDF impact [10, 27] a close variant of the HERAPDF set is adopted, in terms
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In More Detail…
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Figure 2.1: The kinematic coverage in the (x,Q2) plane of the LHeC pseudo–data [26] included in
the present analysis: the inclusive NC and CC structure functions both for high energy (HE) and
low energy (LE) datasets, the NC charm and bottom semi-inclusive structure functions F cc̄

2 and F
bb̄
2 ,

and the CC charm structure functions F
c
2 providing direct information on the strange content of the

proton.

uncertainty of 0.5% is taken, while a fully correlated luminosity uncertainty of 1% is assumed.
In the case of the semi-inclusive heavy-quark structure functions, there are two sources of
systematics considered correlated across bins for both NC and CC production respectively.

We note that the statistical errors are generally an order of magnitude or more smaller
than the systematic uncertainties, apart from close to kinematic boundaries, and hence as
discussed above we would not expect our results to change significantly if somewhat smaller
datasets are assumed. Indeed, we have explicitly verified the validity of this assumption by
using instead an integrated luminosity of 0.3 ab�1 for the case of high energy neutral-current
electron scattering.

According to the above considerations, we then produce the pseudo–data values as usual
by shifting the corresponding theory predictions by the appropriate experimental errors. In
particular, the pseudo–data point i is generated according to

�
exp
i = �

th
i

 
1 + �

exp
unc,i · ri +

X

k

�exp
ik sk,i

!
, (2.1)

where si, rk are univariate Gaussian random numbers, �exp
ik is the k-th correlated systematic

error and �
exp
unc,i is the total uncorrelated error for datapoint i. The �

th
i are the corresponding
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• LHeC dataset: inclusive NC and CC in            + different energies (1,7 
TeV), heavy flavour and charm quark production via CC. 

• Baseline set (errors pre LHeC): PDF4LHC combination of CT14, 
MMHT14 and NNPDF3.0 global sets. ‘Tolerance’             accounts for 
departure from textbook stats, tensions between datasets…

• From this, different possibilities:
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★ PDF4LHC + LHeC - global T=3 
(T=1).

★ PDFLHC + LHeC + HL-LHC - 
global T=3.

★ PDF4LHC (no prior) + LHeC - 
dedicated T=1.

T ⇡ 3
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Results: Global Fits
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Figure 4.4: Same as Fig. 4.1, now comparing the impact of the LHeC pseudo–data with that of the
HL–LHC projections and to their combination.

would provide a particularly precious asset to disentangle possible beyond the Standard Model
(BSM) e↵ects.

In summary, the LHeC and HL–LHC datasets both place significant constraints on the
PDFs, with some di↵erences depending on the kinematic region or the specific flavour com-
bination being considered. Most importantly, we find that these are rather complementary:
while the LHeC places the most significant constraint at low to intermediate x in general
(though in the latter case the HL–LHC impact is often comparable in size), at high x the HL–
LHC places the dominant constraint on the gluon and strangeness, while the LHeC dominates
for the up and down quarks. Moreover, when both the LHeC and HL–LHC pseudo–data are
simultaneously included in the fit, all PDF flavours can be constrained across a wide range
of x, providing a strong motivation to exploit the input for PDF fits from both experiments,
and therefore for realising the LHeC itself.

Finally, a few important caveats concerning this exercise should be mentioned. First, the
processes included for both the LHeC and HL–LHC, while broad in scope, are by no means
exhaustive. Most importantly, as mentioned in Sect. 2, for the LHeC no jet production data
are included, which would certainly improve the constraint on the high-x gluon. In addition,
the inclusion of charm production in e

+
p CC scattering would further constrain the strange

quark. In the case of the HL–LHC, only those processes which provide an impact at high-x
were included, and hence the lack of constraint at low-x that is observed occurs essentially
by construction. In particular, there are a number of processes that will become available

14

• Impact of LHeC significant, in particular at low/intermediate    .

• At higher    impact of LHeC and HL-LHC expected to be rather 
comparable.

• LHeC results above with T=3 but T=1 investigated: qualitatively 
similar.

x
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More Results
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Figure 4.4: Same as Fig. 4.1, now comparing the impact of the LHeC pseudo–data with that of the
HL–LHC projections and to their combination.

would provide a particularly precious asset to disentangle possible beyond the Standard Model
(BSM) e↵ects.

In summary, the LHeC and HL–LHC datasets both place significant constraints on the
PDFs, with some di↵erences depending on the kinematic region or the specific flavour com-
bination being considered. Most importantly, we find that these are rather complementary:
while the LHeC places the most significant constraint at low to intermediate x in general
(though in the latter case the HL–LHC impact is often comparable in size), at high x the HL–
LHC places the dominant constraint on the gluon and strangeness, while the LHeC dominates
for the up and down quarks. Moreover, when both the LHeC and HL–LHC pseudo–data are
simultaneously included in the fit, all PDF flavours can be constrained across a wide range
of x, providing a strong motivation to exploit the input for PDF fits from both experiments,
and therefore for realising the LHeC itself.

Finally, a few important caveats concerning this exercise should be mentioned. First, the
processes included for both the LHeC and HL–LHC, while broad in scope, are by no means
exhaustive. Most importantly, as mentioned in Sect. 2, for the LHeC no jet production data
are included, which would certainly improve the constraint on the high-x gluon. In addition,
the inclusion of charm production in e

+
p CC scattering would further constrain the strange

quark. In the case of the HL–LHC, only those processes which provide an impact at high-x
were included, and hence the lack of constraint at low-x that is observed occurs essentially
by construction. In particular, there are a number of processes that will become available
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Figure 4.5: Same as Fig. 4.4, for the gluon PDF alone, with a linear scale.

with the legacy HL–LHC dataset, or indeed those in the current LHC dataset that are not
currently included in global fits, but which can in principle constrain the low-x PDFs, from
low mass Drell–Yan to inclusive D meson production [49, 50] and exclusive vector meson
photoproduction [51], though here the theory is not available at the same level of precision to
the LHeC case.

A further point of note is the value of the tolerance T used in this analysis. By performing
a closure test using PDF4LHC15 as input, we are implicitly assuming that the final LHeC
(and HL–LHC) data will be describable by this set, within the T = 3 tolerance criteria to allow
for some degree of tension among datasets. That is, one is implicitly assuming that no greater
tension between datasets than this will occur. While this assumption is guided by previous
experience with the wide range of measurements included in existing global PDF fits, it may
turn out to be too strong and if this is the case we would expect the resulting PDF uncertainties
to be larger, though at this point there is no strong motivation for believing that this will
indeed be the case. On the other hand, as shown in Fig. 4.2, a more aggressive, smaller, choice
for the LHeC leads to smaller uncertainties in that case, though the interpretation of such a
choice in the context of this global fit to both HL–LHC and LHeC pseudo–data is far from
clear, being inconsistent with the assumptions used to construct the PDF4LHC15 baseline to
begin with.

5 Parameterisation dependence and LHeC–only fits

The main aim of this paper is to establish quantitatively the expected impact that the avail-
ability of inclusive and heavy quark structure function measurements from the LHeC would
have on a state-of-the-art global PDF analysis. Moreover, we also want to assess how the
constraints provided by the LHeC compare with those that will eventually be obtained from
measurements in proton-proton collisions at the HL–LHC. To achieve these goals, we have
used as a baseline the PDFLHC15 set, which contains Nev = 100 symmetric Hessian eigen-
vectors, as constructed via a MC combination [46, 52] of the CT14 [14], MMHT14 [13] and
NNPDF3.0 [53] sets. This PDF4LHC15 set can therefore be interpreted as arising from an
underlying Hessian PDF set with Nev free parameters determined from the experimental data.

In the current exercise we are performing a closure test, where the pseudodata are by con-
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• Similar picture as 
before for other 
partons.

• High    
complementarity 
clear.
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3 Hessian profiling and the role of tolerance

In this section we review the Hessian profiling formalism [40,41] which is used to estimate the
constraints on the PDFs of the LHeC pseudo–data, following the general approach presented
in [9]. After minimising with respect to the experimental nuisance parameters, the total �2

due to Ndat pseudo–data points can be written as
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Here �
exp
i and �

th
i represent the central values of the pseudo–data and theory predictions,

respectively. The �k,th are the nuisance parameters corresponding to movement along the
PDF eigenvectors, i.e. such that �k,th = 0 gives the prediction from the baseline PDF set,
prior to profiling, while a non–zero value will result from the profiling itself. The matrix �th

ik
corresponds to the rate of change of the theory prediction i with eigenvector k, encoding the
e↵ect of varying these nuisance parameters on the theory. The tolerance factor T will be
discussed further below.

The above expression for the �2, Eq. (3.1), assumes that the final profiled theory prediction
is su�ciently close to the original PDF prediction that we only have to expand to the first
order in �k,th. That is, a linear approximation is taken, and higher order corrections beyond
it are assumed to be negligible (see [42] for a discussion of such e↵ects). As we are interested
in a closure test, where this will by construction be true, profiling is expected to represent to
very good approximation the result of performing an actual fit.

The experimental covariance matrix C that enters the �
2 definition Eq. (3.1) is given by
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unc,i are defined as in Eq. (2.1). Note that as the impact of the uncorrelated

errors are defined in terms of a fixed theoretical prediction (rather than of the fit output
itself), our results are resilient with respect to the D’Agostini bias [43, 44].

Profiling then proceeds via the minimisation of Eq. (3.1) with respect to the Hessian PDF
nuisance parameters �k,th. This can be performed analytically, resulting in
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Pseudodata errors PDF shifts

• Minimising yields ‘Hessian’ - determines profiled PDF errors:

Impact of Pseudodata Impact of data 
entering baseline PDF

• Dialing down 
second term allows:

★ Assess impact of LHeC pseudodata 
alone in T = 1 fit.

★ Examine impact of parameterisation 
in prior set.
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Figure 5.5: Impact of LHeC on the PDF uncertainties of the gluon, down quark, anti–up quark
and strangeness distributions, with respect to the PDF4LHC15 and HERAPDF baselines, when the
relative impact of the initial PDF prior, that is, of the datasets included in the baseline PDF sets, is
reduced by a factor of 100. For the HERAPDF case we show results corresponding to the experimental
uncertainties only baseline and that including model and parameterisation uncertainties. A tolerance
of T = 1 is taken in all profiled cases, while the result of the PDF4LHC set (including prior but with
no LHeC data) is shown for comparison.

the first time that the impact of the LHeC measurements has been assessed in the context
of a global PDF analysis. Our results complement and extend our previous study of the
PDF projections based on HL–LHC pseudo-data, and provide a compelling picture of how
much better our understanding of the parton distribution functions can become through the
combination of these two facilities, one already fully approved (HL–LHC) and the second
under consideration (LHeC). In essence, we have assessed the ‘ultimate’ precision that can
be expected for PDFs from experiments at CERN alone by 2035. Of course, other related
theory developments, such as for example progress in lattice QCD calculations [54, 55], may
well have a significant impact in addition.

Our results demonstrate that the LHeC can improve our current precision on PDFs signifi-
cantly, with uncertainties dominated by experimental systematics, as statistical errors quickly
become negligible. For those poorly constrained flavours, e.g., the gluon at both small-x and
large-x, the sea quark flavour separation, and the total strangeness, the PDF uncertainties
can be expected to be reduced by up to an order of magnitude. In particular, we have shown
how the availability of the strange, charm, and bottom heavy-quark production data play
an important role in constraining the gluon and strange PDFs. In addition, further LHeC

22

HERAPDF (exp)

PDF4LHC

• Consistent T=1 LHeC-only results!

• Impact of LHeC always significant, but level of impact v. sensitive to 
parameterisation, in particular in regions where LHeC constraints smaller.

• Why? When generating pseudodata with given parameterisation, one is 
implicitly assuming that eventual LHeC data will be describable with this.

T=1(Similar results for 
other partons)
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LHeC Projections: Summary

★ Impact of LHeC on future global PDF fits significant. Generally, 
LHeC more competitive at low/intermediate   . At higher   , LHeC/
HL-LHC impacts comparable.

x
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★ LHeC-only fits performed. Again sizeable impact, but significant 
dependence on baseline parameterisation: one is implicitly 
assuming that eventual LHeC data will be describable with this!

★ Caveat: have not included all possible datasets, e.g. DIS jets (will 
improve high    ) while HL-LHC projections focussed on low    .x
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Discovering Saturation at the LHeC

 9



Motivation H. Abdolmaleki et al., Eur. Phys. J. C78 (2018), no. 8 621 

• Issues with describing low           HERA data 
with standard DGLAP. 

• Improved with low    BFKL resummation - 
will be essential at LHeC. But room also for 
non-linear saturation effects?
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Figure 11 The c2/d.o.f. as a function of Q
2
min (left), xmin (center), and ymax (right). Each plot reports also the number of degrees of freedom at the

extremities of each profile.

Figure 12 Scatter plot of the low-x and low-Q2 kinematic region
covered by the HERA1+2 inclusive data and charm data at Ep =
920 GeV. The green shaded area indicates the region in which ln(1/x)
resummation has a significant effect as compared to fixed order.

the scans discussed above.10 This provides an estimate of
the region where ln(1/x) resummation provides a signific-
antly better description of the HERA data as compared to
fixed order. Since the c2 scans in Fig. 12 have been ob-
tained independently from one another, one may wonder
whether the estimate is fully reliable. In order to check this,
we have performed two additional fits, one with and one
without resummation, excluding only the data points for
which Q

2 < 15 GeV2 and y > 0.4. The total c2’s of these
fits differ by around 15 units in favour of the resummed fit,
mostly due to the correlated and logarithmic terms, to be
compared to the 73 units of difference (see Tab. 2) when the
shaded area is included. This confirms that, in the context of
DIS, the shaded area in Fig. 12 does provide a reliable es-
timate of the kinematic region in which resummation works
significantly better than fixed order.

10In fact, given the ranges in Q
2 and y, the constraint on x has no effect

on the shaded area.

6 Discussion and summary

The recent implementation of the ln(1/x)-resummation cor-
rections to the DGLAP splitting functions and the DIS coef-
ficient functions in the public code HELL [29, 30] has made
possible the determination of PDFs including these effects.
This possibility has already been exploited in the recent
global analysis of Ref. [9]. In this paper we focused on the
study of ln(1/x)-resummation effects on the description of
the HERA data in the framework of an HERAPDF ana-
lysis. Specifically, we carried out a PDF extraction from
the HERA1+2 combined inclusive and charm data [1, 34]
in the FONLL-C variable-flavour-number scheme, accu-
rate to NNLO in QCD, including and excluding resumma-
tion corrections up to NLLx accuracy. This was possible
thanks to the xFitter program [31] interfaced to the APFEL
code [37].

The inclusion of the ln(1/x)-resummation effects makes
the shape of the gluon PDF at low x and low scales steeply
rising as opposed to flattish/decreasing of the fixed-order fit
(see Fig. 3). The behaviour of the total singlet and gluon
PDFs towards low x is much more similar when ln(1/x) re-
summation is included and the ratio S/g does not exceed
unity in the region of validity of the fit, Q

2 > 2.56 GeV2.
These features make PDFs with ln(1/x) resummation much
more suitable for use in MC generators, such as Sherpa [48],
which require positivity of the gluon distribution at all
scales, than the standard fixed-order NLO and NNLO PDFs,
which have a suppressed gluon PDF at low x (however, for
consistency, one should also include resummation in the MC
generators themselves).

The quality of the fit with ln(1/x) resummation is si-
gnificantly better than that of the corresponding fixed-order
analysis, indicating a better description of the HERA data.
A substantial part of the improvement in the description is
driven by FL which determines the behaviour of the DIS re-
duced cross section at large values of y (cfr. Eq. (1)). The im-

• If these are present at the LHeC, will we be able to see them?

• To find out: fit LHeC pseudo data based on saturation model with 
standard DGLAP (PDF4LHC baseline). Can these be fitted away?

 2

Motivation
Evidence for the need of BFKL small-x resummation in HERA data reported

At the LHeC the used of resumed calculations will be unavoidable

If furthermore non-linear (saturation) effects are present in the LHeC kinematic range, can we 
disentangle them in an efficient way?

Fitting LHeC pseudo-data based on saturation models with the standard DGLAP 
framework will tell us whether or not saturation effects can be ``fitted away’’!

Juan Rojo                                                                                         LHeC PDF discussion, 30/09/2019

1711.11360
Golec-Biernat, Sapeta

Different Q2 dependence!

x,Q2
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Pseudodata

Model: K Golec-Biernat, S. Sapeta, JHEP 03 (2018) 102. Pseudodata due to Nestor Armesto

 11

 4

Disentangling saturation at LHeC
Replace DGLAP pseudo-data by saturation-based 

predictions (from Nestor) and redo profiling

Replacement for x < 10-4 

(consistency w HERA fits)

Juan Rojo                                                                                         LHeC PDF discussion, 30/09/2019

• Replace          NC pseudodata (     -1 and 7 TeV) in                 region 
with that due to saturation model.

e�p
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Disentangling saturation at LHeC
Compare fit quality before and after profiling
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DGLAP-based LHeC pseudo-data (PDF4LHC15)
h1

Entries  350
Mean    1.016
Std Dev    0.1182pre-fit

post-fit

DGLAP-based LHeC pseudo-data (PDF4LHC15)

generated 500 
pseudo-experiments 

By construction, agreement after profiling essentially unchanged

Juan Rojo                                                                                         LHeC PDF discussion, 30/09/2019

Pure DGLAP fits
• Before doing this: look at result of pure DGLAP pseudodata.

• Compare fit quality before and after profiling. By construction have 
agreement with little improvement after refitting.



Adding Saturation

 6

Disentangling saturation at LHeC
Compare fit quality before and after profiling

Initially saturation pseudo-data strongly disagrees with PDF4LHC15 
(DGLAP) prior, most of the disagreement can be fitted away ….
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)-4Saturation LHeC pseudo-data (for x < 10
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)-4Saturation LHeC pseudo-data (for x < 10

generated 500 
pseudo-experiments 

Juan Rojo                                                                                         LHeC PDF discussion, 30/09/2019

• Before fitting: huge               : saturation pseudodata strongly disagrees 
with pure DGLAP theory. But a lot of this can be fitted away.

• But not all! In more detail…

�2/Npts
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Disentangling saturation at LHeC
Compare fit quality before and after profiling

… but not all: it should be possible to disentangle saturation from 
DGLAP at LHeC with promising significance!
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Post-fit results to LHeC (500 pseudo-experiments)
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Entries  350
Mean   0.8951
Std Dev    0.09577

DGLAP pseudo-data

Saturation pseudo-data

Post-fit results to LHeC (500 pseudo-experiments)

generated 500 
pseudo-experiments 

Juan Rojo                                                                                         LHeC PDF discussion, 30/09/2019

Adding Saturation
• Even after refitting, clear tension (                   ) when using DGLAP 

theory. Can disentangle saturation from DGLAP at LHeC!

• Will be even clearer if we isolate          region where saturation largest.

�2/Npts > 1
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Pulls
• Illustrative to look at pulls: discrepancy 

between fit and pseudodata.5−10 4−10 3−10 2−10
       x  

6−

4−

2−

0

2

4

6

( P
se

ud
oD

at
a 

- F
it 

)/ 
Ex

pE
rro

r

2 = 5 GeV2LHeC pseudo-data, Q

DGLAP

Saturation

2 = 5 GeV2LHeC pseudo-data, Q

5−10 4−10 3−10 2−10
       x  

6−

4−

2−

0

2

4

6

( P
se

ud
oD

at
a 

- F
it 

)/ 
Ex

pE
rro

r

2 = 10 GeV2LHeC pseudo-data, Q

DGLAP

Saturation

2 = 10 GeV2LHeC pseudo-data, Q

5−10 4−10 3−10 2−10
       x  

6−

4−

2−

0

2

4

6

( P
se

ud
oD

at
a 

- F
it 

)/ 
Ex

pE
rro

r

2 = 20 GeV2LHeC pseudo-data, Q

DGLAP

Saturation

2 = 20 GeV2LHeC pseudo-data, Q

5−10 4−10 3−10 2−10
       x  

6−

4−

2−

0

2

4

6

( P
se

ud
oD

at
a 

- F
it 

)/ 
Ex

pE
rro

r

2 = 50 GeV2LHeC pseudo-data, Q

DGLAP

Saturation

2 = 50 GeV2LHeC pseudo-data, Q

Figure 4. The pulls between the post-fit prediction and the central value of the LHeC pseudo-data,
Eq. (1), for four di↵erent bins in Q2. We compare the results of the profiling where the LHeC pseudo-
data has been generated using a consistent DGLAP theory with that partially based on the saturation
calculations.

The pull analysis of Fig. 4 highlights how in order to tell apart linear from non-linear QCD
evolution e↵ects at small-x it would be crucial to ensure a lever arm in Q2 as large as possible
in the perturbative region. This way it becomes possible to disentangle the di↵erent scaling
in Q2 for the two cases. The lack of a su�ciently large lever arm in Q2 at HERA at small x
could explain in part why both frameworks are able to describe the same structure function
measurements at the qualitative level. Furthermore, we find that amplifying the significance
of these subtle e↵ects can be achieved by monitoring the �2 behaviour in the Q2 bins more
a↵ected by the saturation corrections. The reason is that the total �2, such as that reported in
Fig. 3, is somewhat less informative since the deviations at small-Q are washed out by the good
agreement between theory and pseudo-data in the rest of the kinematical range of the LHeC
summarised in Fig. 1.

To conclude this analysis, in Fig. 5 we display the comparison between the PDF4LHC15
baseline with the results of the PDF profiling of the LHeC pseudo-data for the gluon (left) and
quark singlet (right) for Q = 10 GeV. We show the cases where the pseudo-data is generated
using DGLAP calculations and where it is partially based on the GBW saturation model (for
x
⇠
< 10�4). We find that the distortion induced by the mismatch between theory and pseudo-data

in the saturation case is typically larger than the PDF uncertainties expected once the LHeC
constraints are taken into account. While of course in a realistic situation such a comparison
would not be possible, the results of Fig. 5 show that saturation-induced e↵ects are expected
to be larger than the typical PDF errors in the LHeC era, and thus that it should be possible
to tell them apart using for example tools such as the pull analysis of Fig. 4 or other statistical
methods.

Summary. Here we have assessed the feasibility of disentangling DGLAP evolution from non-
linear e↵ects at the LHeC. By means of a QCD analysis where LHeC pseudo-data is generated
using a saturation model, we have demonstrated that the LHeC should be possible to identify
non-linear e↵ects with large statistical significance, provided their size is the one predicted by
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Post-fit results to LHeC (500 pseudo-experiments)

Figure 3. Upper plots: the distribution of pre-fit and post-fit values of �2/ndat for the Nexp = 500 sets
of generated LHeC pseudo-data. We compare the results of the profiling of the LHeC pseudo-data based
on DGLAP calculations in the entire range of x (left) with those where the pseudo-data is based on the
saturation model in the region x < 10�4 (right plot). Bottom plot: comparison of the post-fit �2/ndat

distributions between these two scenarios for the pseudo-data generation.

pseudo-data in the saturation case, it is illustrative to take a closer look at the pulls defined as

P (x,Q2) =
Ffit(x,Q2)� Fdat(x,Q2)

�expF(x,Q2)
, (1)

where Ffit is the central value of the profiled results for the observable F (in this case the reduced
neutral current DIS cross-section), Fdat is the corresponding central value of the pseudo-data,
and �expF represents the associated total experimental uncertainty. In Fig. 4 we display the
pulls between the post-fit prediction and the central value of the LHeC pseudo-data for di↵erent
bins in Q2. We compare the cases where the pseudo-data has been generated using a consistent
theory calculation (DGLAP) with that based on the GBW saturation model.

The comparisons in Fig. 4 show first of all that in the DGLAP case the pulls are O(1) in
the entire kinematical range. This is of course expected, given that the LHeC pseudo-data is
generated using the same theory as the one subsequently used for the fit. In the case where the
pseudo-data has been partially generated with the saturation calculation, on the other hand,
one finds a systematic tension between the theory used for the fit (DGLAP) and the one used
to generate the pseudo-data (saturation). Indeed, we find that at the smallest values of x the
theory prediction undershoots the data by a significant amount, while at higher x the opposite
behaviour takes place. One can also see that in the region 10�4

⇠
< x

⇠
< 10�3 the fit overshoots

the pseudo-data by a large amount.
These comparisons highlight how a QCD fit to the saturation pseudo-data is obtained as a

compromise between opposite trends: the theory wants to overshoot the data at very small x and
overshoot it at larger values of x. These tensions result in a distorted fit, explaining the larger
�2/ndat values as compared to the DGLAP case. Such a behaviour can be partially traced back
by the di↵erent scaling in Q2 between DGLAP and GBW shown in Fig. 2: while a di↵erence
x dependence could eventually be absorbed into a change of the PDFs at the parametrisation
scale Q0, this is not possible with a Q2 dependence.

4

• Tendency for DGLAP to undershoot/overshoot saturation pseudodata in 
different    regions.

• But crucially: different       trends seen. Cannot absorb this in PDFs.

• As much lever arm as possible in      at low     crucial for these studies. 
Provided uniquely by LHeC.
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Figure 4. The pulls between the post-fit prediction and the central value of the LHeC pseudo-data,
Eq. (1), for four di↵erent bins in Q2. We compare the results of the profiling where the LHeC pseudo-
data has been generated using a consistent DGLAP theory with that partially based on the saturation
calculations.

The pull analysis of Fig. 4 highlights how in order to tell apart linear from non-linear QCD
evolution e↵ects at small-x it would be crucial to ensure a lever arm in Q2 as large as possible
in the perturbative region. This way it becomes possible to disentangle the di↵erent scaling
in Q2 for the two cases. The lack of a su�ciently large lever arm in Q2 at HERA at small x
could explain in part why both frameworks are able to describe the same structure function
measurements at the qualitative level. Furthermore, we find that amplifying the significance
of these subtle e↵ects can be achieved by monitoring the �2 behaviour in the Q2 bins more
a↵ected by the saturation corrections. The reason is that the total �2, such as that reported in
Fig. 3, is somewhat less informative since the deviations at small-Q are washed out by the good
agreement between theory and pseudo-data in the rest of the kinematical range of the LHeC
summarised in Fig. 1.

To conclude this analysis, in Fig. 5 we display the comparison between the PDF4LHC15
baseline with the results of the PDF profiling of the LHeC pseudo-data for the gluon (left) and
quark singlet (right) for Q = 10 GeV. We show the cases where the pseudo-data is generated
using DGLAP calculations and where it is partially based on the GBW saturation model (for
x
⇠
< 10�4). We find that the distortion induced by the mismatch between theory and pseudo-data

in the saturation case is typically larger than the PDF uncertainties expected once the LHeC
constraints are taken into account. While of course in a realistic situation such a comparison
would not be possible, the results of Fig. 5 show that saturation-induced e↵ects are expected
to be larger than the typical PDF errors in the LHeC era, and thus that it should be possible
to tell them apart using for example tools such as the pull analysis of Fig. 4 or other statistical
methods.

Summary. Here we have assessed the feasibility of disentangling DGLAP evolution from non-
linear e↵ects at the LHeC. By means of a QCD analysis where LHeC pseudo-data is generated
using a saturation model, we have demonstrated that the LHeC should be possible to identify
non-linear e↵ects with large statistical significance, provided their size is the one predicted by
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PDFs

• Distortion in fit PDFs caused by mismatch between saturation 
pseudodata and DGLAP theory larger than PDF errors. 

• Highlights that these effects are observable (~ lie outside PDF 
uncertainty) at the LHeC.
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Figure 5. Comparison between the PDF4LHC15 baseline (green band) with the results of the profiling
of the LHeC pseudo-data for the gluon (left) and quark singlet (right) for Q = 10 GeV. We show the
cases where the pseudo-data is generated using DGLAP calculations (red hatched band) and where it is
partially based on the GBW saturation model (blue curve).

current calculations such as the that of [13] that have been tuned to HERA data. A more refined
analysis would require to study whether or not small-x BFKL resummation e↵ects can partially
mask the impact of non-linear dynamics, though this is unlikely since the main di↵erence arises in
their Q2 scaling. The discovery of non-linear dynamics would represent an important milestone
for the physics program of the LHeC, demonstrating the onset of a new gluon-dominated regime
of the strong interactions and paving the way for detailed studies of the properties of this
new state of matter. Such discovery would have also implications outside nuclear and particle
physics, for instance it would a↵ect the theory predictions for the scattering of ultra-high energy
neutrinos with matter [17].
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Summary
If saturation (non-linear) dynamics are within the LHeC reach (and are well modelled 
by current models that describe HERA data) they will be detected at the LHeC
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Need to combine complementary estimators: PDF distortion, fit quality, and their 
dependence with the kinematics

The use of a state-of-the-art global PDF fit baseline (incl small-x BFKL effects) will 
be crucial to unambiguously ascertain the presence or not of non-linear dynamics

Summary/Outlook
★ If saturation (non-linear) dynamics are well described by current theory 

models they should be detectable at LHeC. An important milestone in 
the LHeC programme and in QCD physics.

★ In principle should combine with BFKL resummation to see how these 
can be disentangled. Different       scaling implies should be possible.Q2
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Figure 4.6: Same as Fig. 4.4, but with the error relative to each set shown.

struction in agreement with the theory generated using this PDF4LHC set. We are therefore
by construction assuming that no additional parametric freedom will need to be introduced
in order to describe the (future) data under consideration, or more precisely, to describe the
combination of global PDF fits to these data. Such an assumption may turn out to be too
strong, though as with the choice of tolerance above, there is currently no strong motiva-
tion for believing this will be true. Nonetheless, a natural question to ask is the extent to
which the type of projection studies we consider here are dependent on the flexibility of the
parameterisation adopted in the baseline prior PDF set.

To explore this point further, we will consider the use of a baseline PDF prior set based
on a rather more restrictive parametrisation in comparison to PDF4LHC15, specifically the
HERAPDF2.0 NNLO set [12]. In this HERAPDF case, there are only ⇠ 14 free parameters,
reflecting the lack of constraints coming from the HERA data alone on for example the detailed
quark flavour decomposition. To illustrate how this parametrization is less flexible than the
one used in global fits, we note for example that the down quark valence and antiquark are
parameterised in terms of only 3 free parameters, while the total strangeness is assumed to
be proportional to the antidown quark. This is in contrast to the CT and MMHT sets, which
have each between 2 and 3 times more free parameters in total, while the NNPDF parametric
freedom is greater still.

There is therefore significantly less parametric freedom in the HERAPDF2.0 case in com-
parison to the PDF4LHC15 baseline. We note in particular that in the the original LHeC
studies of PDF impact [10, 27] a close variant of the HERAPDF set is adopted, in terms
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Figure 2.1. Representative Feynman diagrams at the Born level of the six types of collider processes
for which HL–LHC pseudo–data has been generated in this analysis: the production of top quark pairs,
W bosons in association with charm quarks, and the neutral and charged current Drell–Yan processes;
the production of inclusive jets, Z bosons at finite transverse momentum, and direct photons.

the constraints on the PDFs of individual processes using the Hessian profiling method. The full
set of HL–LHC pseudo–data is combined in Sect. 4 to construct the ultimate HL–LHC parton
distributions, which is then used to assess their phenomenological implications for di↵erent
processes both in the SM and beyond it. Finally, in Sect. 5 we summarise our results and
indicate how they are made publicly available.

2 Pseudo–data generation

In this section we present the PDF–sensitive processes for which HL–LHC pseudo–data have been
generated, provide details about the binning and kinematic cuts, and also describe the baseline
Run I and II measurements that are used to model the experimental systematic uncertainties
expected in the HL–LHC era.

2.1 PDF–sensitive processes

We start by describing the PDF–sensitive processes that will be considered in this study to
generate HL–LHC pseudo–data. Our analysis is based on six di↵erent types of processes: the
production of top quark pairs, jets, direct photons, and W bosons in association with charm
quarks, the transverse momentum of Z bosons, and the neutral and charged current Drell–Yan
processes. In Fig. 2.1 we show representative Feynman diagrams at the Born level for all of
these processes, in order to illustrate their sensitivity to the di↵erent partonic initial states. For
instance, we see that jets, photon, and top quark pair production are directly dependent on
the gluon content of the proton, while W+charm is sensitive to strangeness, and the Drell–Yan
process to the quark–antiquark luminosity.

This choice of input processes is driven by the fact that some types of hard–scattering
reactions should benefit more directly from the increased statistics o↵ered by the HL–LHC than
others. Indeed, some of the existing LHC measurements, such as inclusive W,Z production in
the central region [38, 39], are already limited by systematic uncertainties, and therefore are
unlikely to improve significantly at higher luminosities. On the other hand, our selection of
processes will greatly benefit from the huge HL–LHC dataset either because they are relatively
rare, such as W+charm, or because their kinematic coverage can be extended to regions of
large invariant masses and transverse momentum or forward rapidities where event rates exhibit
a steep fall–o↵. While these pseudo–data sets do include some regions which are currently
systematics dominated, i.e. towards central rapidity and lower mass/transverse momentum, as

4
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Process Kinematics Ndat fcorr fred Baseline

Z pT

20GeV  pllT  3.5 TeV

338 0.5 (0.4, 1) [52] (8 TeV)12GeV  mll  150 GeV

|yll|  2.4

high-mass Drell-Yan
pl1(2)T � 40(30)GeV

32 0.5 (0.4, 1) [47] (8 TeV)
|⌘l|  2.5, mll � 116GeV

top quark pair mtt̄ ' 5 TeV, |yt|  2.5 110 0.5 (0.4, 1) [50] (8 TeV)

W+charm (central)
pµT � 26GeV, pcT � 5GeV

12 0.5 (0.2, 0.5) [24] (13 TeV)
|⌘µ|  2.4

W+charm (forward)

pµT � 20GeV, pcT � 20GeV

10 0.5 (0.4, 1) LHCb projectionpµ+c
T � 20GeV

2  ⌘µ  4.5, 2.2  ⌘c  4.2

Direct photon E�
T ⇠
< 3 TeV, |⌘� |  2.5 118 0.5 (0.2, 0.5) [55] (13 TeV)

Forward W,Z
plT � 20GeV, 2.0  ⌘l  4.5

90 0.5 (0.4, 1) [49] (8 TeV)
60GeV  mll  120GeV

Inclusive jets |y|  3, R = 0.4 58 0.5 (0.2, 0.5) [61] (13 TeV)

Total 768

Table 2.1. Summary of the features of the HL–LHC pseudo–data generated for the present study.
For each process we indicate the kinematic coverage, the number of pseudo–data points used across all
detectors Ndat, the values of the correction factors fcorr and fred; and finally the reference from the 8
TeV or 13 TeV measurement used as baseline to define the binning and the systematic uncertainties of
the HL–LHC pseudo–data, as discussed in the text.

expect some improvement here at the HL–LHC even in the most conservative scenario; Run II
measurements based on the complete integrated luminosity will certainly benefit from reduced
systematics.

In Fig. 2.2 we show the kinematical coverage in the (x,Q2) plane of the HL–LHC pseudo–data
included in this analysis. For each data point, the values of (x1, Q) and (x2, Q) corresponding to
the two colliding partons are determined approximately from leading–order kinematics, which
is su�cient for illustration purposes. We assume x1 = x2 if rapidities are not specified for the
final states. We see that the HL–LHC pseudo–data covers a wide kinematic region, including
the large momentum transfers up to Q ' 6 TeV, as well as the large-x region, with several
di↵erent processes. Specifically, the input pseudo–data spans the range 6⇥ 10�5

⇠
< x

⇠
< 0.7 and

40 GeV
⇠
< Q

⇠
< 7 TeV in the (x,Q) kinematic plane. Note that the LHCb measurements are

instrumental to constrain the small–x region, 6 ⇥ 10�5
⇠
< x

⇠
< 10�3, beyond the acceptance of

ATLAS and CMS.

2.3 Impact of correlating uncertainties

As we will also discuss in Sect. 3, when constructing the �2 estimator for the HL–LHC pseudo–
data we will not explicitly include the correlations between the systematic errors. Instead,
we add statistical and systematic uncertainties in quadrature as indicated in Eq. (2.2). This
choice is motivated by the fact that it is already challenging to estimate how specific systematic
uncertainties will be reduced at the HL–LHC, let alone how their mutual correlations will be
modified. Note that even restricting ourselves to Run I measurements, the determination of the
experimental correlation model is a delicate problem, and can in some cases complicate the PDF
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