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Heavy Ion Runs
Different data distribution patterns
• Larger event sizes
• Use cases different from pp data

First pass processing at Tier-1s
• Started on Nov 24
• Reducing the load on Tier-0
• Taking more RAW data than expected
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1GB/s

RAW Data Writing Tier-0 data processing
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Reprocessing Oct-Nov
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ATLAS issues at IN2P3CC
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T1_DATADISK 
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Twice more data than the 
nominal volume of the 
reprocessing output were 
stored on Tier-1 DATADISK
(due to ‘transient’ data)

Some old data should have 
been declared as obsolete 
before starting the 
reprocessing campaign

We will try to coordinate 
better, but anyway disks are 
getting full...

Some Tier-1s had ATLASDATADISK nearly full

Primary: data to be kept at the site

Secondary: extra data 
that can be deleted
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2010 Data Volumes
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MCTAPE

2 PB

ATLAS has not been fully using the pledged TAPE 
resources at Tier-1s.
• being afraid of writing data to be deleted (waste of 

tape)
• having enough DISK resources

But from now on we will put more data onto tape.
• Tier-1s should foresee more tape access.

TAPE usage for 2011/2012
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DATATAPE

CERN: 8.8 PB

14 PB
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Auto-Cleaning
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Auto-cleaning usually 
works  fine as long as 
there are secondary data

Althouth in some cases 
where physical file deletion 
is stuck or slow, it cleans 
too much.

to be fixed soon.

Now we have automatic cleaning agent
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Dynamic data placement
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Throughput (MB/s)

Number of File Transfers Completed

6 GB/s

800k

(T1-T1, T1-T2)

More dynamic data 
placement activated 
(~all the clouds)

User data movement 
has been a major 
component in number 
of files

(Dynamic Data Placement)
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Dynamic data placement
Pre-defined distribution pattern cannot always follow the 
demand
Now we have more user/group data moving around
DaTRI: Data Transfer Request Interface

• On-demand Replication
• user/group dataset movement to the specified destinations

PD2P: Panda Dynamic Data Placement
• Replication triggered based on the distributed analysis 

statistics

Neither of them is perfect yet
• Rather chaotic
• Need to be tuned and better controlled
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BDII — reconfirmation of ATLAS position

12

We are relying on BDII for ATLAS distributed computing 
operations
• We are relying on the services that use BDII (eg. FTS, 

WMS, SAM)
• We are using BDII to retrieve information needed by our 

applications
‣ The information is cached in our “information system” (to be 

unified into AGIS = ATLAS Grid Information System)
‣ This service discovery function is important.

• OSG takes an effort to place information concerning OSG 
sites in BDII and to keep it updated.

If in future this information can be retrieved from other 
sources, we will be happy to do so. 

For the moment we need BDII supported.
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Information system — another use case

ATLAS would like to have a place to get the 
information about how much data is stored on 
disk.
• If BDII is the place, we need this implemented and 

supported.
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CVMFS
Validated for production and analysis in ATLAS
• Used at RAL, Wuppertal, QMUL (plus T3s)
• Looking for more volunteers

Supported in the ATLAS SW installation system
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Data Placement in 2011
ATLAS is foreseeing much more data in 2011 than 
in 2010;
• We will put much more data onto TAPE than this year.
• More dynamic data placement than the current static 

pre-defined placement.
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Expecting less traffic, 
but
• could be more chaotic
• yet to be tuned and to 

be controled


