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• create & study matter which is so hot that quarks and 
gluons are no longer confined 

• Quark-Gluon Plasma: lifetime ~10-15 fm/c   

• long enough to have a time evolution and bulk 
properties 

• max. temp at the LHC well above the 155 MeV temp. at 
which hadrons can no longer exist

why?
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Main goals of nuclear beams programs @ HL-LHC

(as defined in HL-LHC WG5 report: arXiv:1812.06772 )

1 Characterizing the long-wavelength QGP properties with
unprecedented precision.

2 Probing the inner workings of the QGP: investigating
microscopic parton dynamics in hot and dense QCD matter.

3 System size dependence: developing a unified picture of
particle production and QCD dynamics from pp to AA.

4 Exploring nuclear parton densities in a broad (x ,Q2) range
and searching for onset of parton saturation.

slide from U. Wiedemann, European Strategy Open Symposium, May 2019
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goal for today: 
discuss recent 

ATLAS 
measurements 

with sensitivity to 
these questions
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13 TeV pp is low pileup running used in correlation measurements
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.

The final state momentum anisotropy can be quantified by
studying the Fourier decomposition of the azimuthal angle distri-
bution [17]:

E
d3N
dp3 = 1

pT

d3N
dφ dpT dy

= 1
2π pT

E
p

d2N
dpT dη

(

1 + 2
∞∑

n=1

vn cos
[
n(φ −Ψn)

]
)

, (1)

where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter (b⃗, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.

In this analysis, the n = 2 event plane is determined from the
data on an event-by-event basis, according to the scheme outlined
in Ref. [17]:

Ψ2 = 1
2

tan−1
( ∑

Etower
T,i wi sin(2φi)

∑
Etower

T,i wi cos(2φi)

)
, (2)

where sums run over tower transverse energies Etower
T as mea-

sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event

after the collision: angular 
distribution of particles
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impact parameter
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of final-state charged particle tracks and  n denotes the azimuthal angle of the
n-th order reaction plane. In more peripheral events,  2 is close to �RP , the
reaction plane angle, defined by the impact parameter (~b, the vector separation
of the barycentres of the two nuclei) and the beam axis (z). In more central
events,  2 primarily reflects fluctuations in the initial-state configurations of
colliding nucleons. This analysis was confined to the second Fourier coe�cient
(n = 2), v2 ⌘ hcos [2(�� �RP )]i, where angular brackets denote an average
first over particles within each event relative to the eventwise reaction plane,
and then over events.

In this analysis, the n = 2 event plane is determined from the data on an
event-by-event basis, according to the scheme outlined in Ref. [17]:

 2 =
1

2
tan�1

 P
Etower

T,i wi sin(2�i)P
Etower

T,i wi cos(2�i)

!
, (2)

where sums run over tower transverse energies Etower
T as measured in the first

sampling layer of the forward calorimeters, with each tower covering �⌘⇥�� =
0.1 ⇥ 0.1. The tower weights, wi = wi(�i, ⌘i), are used to correct for local
variations in detector response. They are calculated in narrow �⌘ slices (�⌘ =
0.1) over the full FCal ⌘ range in such a way as to remove structures in the
uncorrected � distributions of Etower

T in every �⌘ slice. The final results of
this analysis are found to be insensitive to the weighting, and results obtained
with all wi = 1 were consistent with those reported here, and well within the
systematic uncertainties estimated below.

The correlation of individual track azimuthal angles with the estimated event
plane is shown in Fig. 2 for tracks with pT = 1� 2 GeV. There is a clear sinu-
soidal modulation at all centralities. The modulation is largest in the 20–50%
centrality intervals, and decreases for the more central and peripheral events. In
the centrality intervals where the correlation is strongest, the correlation does
not follow a perfect 1+↵ cos(2�) form, indicating significant contributions from
higher order harmonics. However, in this letter we rely on the orthogonality of
the Fourier expansion and do not extract the other coe�cients. To verify that
this does not bias the measurement, we have extracted v2 from a fit containing
all Fourier components vn up to n = 6, and found v2 values consistent with the
results extracted below. The odd amplitudes are found to be consistent with
zero, as expected when measuring odd harmonic functions relative to  2 [17].

The measured values of v2 are generally underestimated because of the finite
experimental resolution in extracting the event plane angle. The event plane
resolution correction factor, R, was obtained using the subevent technique, also
described in Ref. [17]. Two “subevents” are defined in each event, one each
in the forward and backward ⌘ directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive ⌘ side was selected
as subevent “P”, with a corresponding subevent “N” formed for negative ⌘.
The resolution correction for the event plane measured by each subevent was

6

ψ2: FCal energies, 3.2 < |η| < 4.9
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.

The final state momentum anisotropy can be quantified by
studying the Fourier decomposition of the azimuthal angle distri-
bution [17]:
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where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter (b⃗, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.

In this analysis, the n = 2 event plane is determined from the
data on an event-by-event basis, according to the scheme outlined
in Ref. [17]:

Ψ2 = 1
2

tan−1
( ∑

Etower
T,i wi sin(2φi)

∑
Etower

T,i wi cos(2φi)

)
, (2)

where sums run over tower transverse energies Etower
T as mea-

sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter (b⃗, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.

In this analysis, the n = 2 event plane is determined from the
data on an event-by-event basis, according to the scheme outlined
in Ref. [17]:

Ψ2 = 1
2

tan−1
( ∑

Etower
T,i wi sin(2φi)

∑
Etower

T,i wi cos(2φi)

)
, (2)

where sums run over tower transverse energies Etower
T as mea-

sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.

The final state momentum anisotropy can be quantified by
studying the Fourier decomposition of the azimuthal angle distri-
bution [17]:
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where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter (b⃗, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.
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sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event

v2 → amplitude of modulation

The Smallest Drops of the Hottest Matter: Exploring the

Small Size Limit of the Quark Gluon Plasma

Anne M. Sickles

dN
d�

/ 1 + 2v2 cos[2(��  2)] (1)

dN
d�

/ 1 + 2vN cos[N(��  N)] (2)

1

u!T
!"
CYM ¼ "u", using the fact that u! is a timelike eigen-

vector of T!"
CYM and satisfies u2 ¼ 1.

Other important details of our analysis are as follows.
Unless otherwise noted, #switch¼ 0:2 fm=c. We employ
the s95p-PCE equation of state, obtained from fits to
lattice quantum chromodynamics (QCD) results and a
hadron resonance gas model [30], with partial chemical
equilibrium (PCE) setting in below a temperature TPCE ¼
150 MeV. Kinetic freeze-out occurs at TFO ¼ 120 MeV.
At this temperature, we implement the Cooper-Frye pre-
scription [31] for computing particle spectra. Unless other-
wise noted, shown results include decays from resonances
of masses up to 1.3 GeV.

A novel feature of our study is the determination of
centrality classes using the multiplicity distribution of
gluons much like the procedure followed by the heavy
ion experiments [32]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, beginning
with integrating from the right. As a consequence of
implementing this centrality selection, we properly
account for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization of
the initial energy density commensurately to describe the
final particle spectra [33]. The obtained pT spectra of

pions, kaons, and protons are shown for 0%–5% central
collisions at

ffiffiffi
s

p ¼ 2:76 TeV=nucleon, using the shear vis-
cosity to entropy density ratio $=s ¼ 0:2, in Fig. 2, and
compared to data from ALICE [34]. The results are for
averages over only 20 events in this case, but statistical
errors are smaller than the linewidth for the spectra.
Overall, the agreement with experimental data is good.
However, soft pions at pT < 300 MeV are underestimated.
We determine v1 to v5 in every event by first determin-

ing the exact event plane [35,36]

c n ¼
1

n
arctan

hsinðn%Þi
hcosðn%Þi ; (1)

and then computing

vnðpTÞ ¼ hcosðnð% $ c nÞÞi

%
R
d%fðpT;%Þ cosðnð% $ c nÞÞR

d%fðpT;%Þ ; (2)

where fðpT;%Þ are the thermal distribution functions with
viscous corrections obtained in the Cooper-Frye approach
(with additional contributions from resonance decays).
We first present the root-mean-square (rms) vnðpTÞ for

10%–20% central collisions and compare to experimental
data from the ATLAS Collaboration [4] in Fig. 3.
Agreement for v2–v5 is excellent. Note that the vn from
the experimental event-plane method used by ATLAS
agree well with the rms values [37]. We also find excellent
agreement over the whole studied centrality range when
comparing the pT-integrated rms v2, v3, and v4 to the
available vnf2g (obtained from two-particle correlations,
corresponding to the rms values) from the ALICE
Collaboration [3], as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vnðpTÞ with u! set to
zero at time #switch. The effect on hadron anisotropic flow
turns out to be extremely weak—results agree within sta-
tistical errors. Because photons are produced early on in
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fluctuations in the nucleon position can create any shape of the initial nucleon 
positions 

→not just ellipticity, ε2, but ε3, ε4, …

Alver & Roland, Phys.Rev. C81 (2010) 054905
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FIG. 2: Distribution of (a) eccentricity, "2, and (b) triangularity, "3, as a function of number of participating nucleons, Npart,
in

p
sNN = 200 GeV Au+Au collisions.

with the orientation of the reaction plane defined by the
impact parameter direction and the beam axis and by
symmetry, no V3� component arises in the azimuthal
correlation function. To describe this component in
terms of hydrodynamic flow requires a revised under-
standing of the initial collision geometry, taking into
account fluctuations in the nucleon-nucleon collision
points from event to event. The possible influence of
initial geometry fluctuations was used to explain the
surprisingly large values of elliptic flow measured for
central Cu+Cu collision, where the average eccentricity
calculated with respect to the reaction plane angle is
small [8]. For a Glauber Monte Carlo event, the minor
axis of eccentricity of the region defined by nucleon-
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FIG. 3: Distribution of nucleons on the transverse plane for ap
sNN = 200 GeV Au+Au collision event with "3=0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are
shown in gray and black. Wounded nucleons (participants)
are indicated as solid circles, while spectators are dotted
circles.

nucleon interaction points does not necessarily point
along the reaction plane vector, but may be tilted. The
“participant eccentricity” [8, 45] calculated with respect
to this tilted axis is found to be finite even for most
central events and significantly larger than the reaction
plane eccentricity for the smaller Cu+Cu system. Fol-
lowing this idea, event-by-event elliptic flow fluctuations
have been measured and found to be consistent with the
expected fluctuations in the initial state geometry with
the new definition of eccentricity [46]. In this paper,
we use this method of quantifying the initial anisotropy
exclusively.
Mathematically, the participant eccentricity is given as

"2 =

q
(�2

y � �2
x)

2 + 4(�xy)2

�2
y + �2

x

, (3)

where �2
x, �2

y and �xy, are the event-by-event
(co)variances of the participant nucleon distributions
along the transverse directions x and y [8]. If the
coordinate system is shifted to the center of mass of the
participating nucleons such that hxi = hyi = 0, it can be
shown that the definition of eccentricity is equivalent to

"2 =

q
hr2 cos(2�part)i2 + hr2 sin(2�part)i2

hr2i (4)

in this shifted frame, where r and �part are the polar
coordinate positions of participating nucleons. The
minor axis of the ellipse defined by this region is given as

 2 =
atan2

�⌦
r2 sin(2�part)

↵
,
⌦
r2 cos(2�part)

↵�
+ ⇡

2
.

(5)
Since the pressure gradients are largest along  2, the
collective flow is expected to be the strongest in this
direction. The definition of v2 has conceptually changed
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Sensitivity of vn on viscosity and fluctuations
B. Schenke, S. Jeon, C. Gale, Phys.Rev.C85, 024901 (2012)
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characterize the shape of a collision in terms of these eccentricities εn and the orientations ψn
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characterize the shape of a collision in terms of these eccentricities εn and the orientations ψn

n=2 n=3 n=4 n=5

The Smallest Drops of the Hottest Matter: Exploring the

Small Size Limit of the Quark Gluon Plasma

Anne M. Sickles

dN
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/ 1 + 2vN cos[N(��  N)] (2)

1

particle distribution can be written as:



decomposing geometry
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characterize the shape of a collision in terms of these eccentricities εn and the orientations ψn

n=2 n=3 n=4 n=5

ε2 → v2 
ε3→v3 

…

εn > 2: generated by fluctuations 
larger n: vn increasingly damped by viscosity

The Smallest Drops of the Hottest Matter: Exploring the

Small Size Limit of the Quark Gluon Plasma

Anne M. Sickles

dN
d�

/ 1 + 2v2 cos 2� (1)

dN
d�

/ 1 + 2vN cos[N(��  N)] (2)
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particle distribution can be written as:



beautiful measurements of flow
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Figure 5: The vn obtained with the SP method as a function of transverse momentum pT, integrated over |⌘ | < 2.5 in
11 centrality intervals, from the most central at the top left panel to the most peripheral at the bottom right panel.
Results are averaged over the intervals indicated by horizontal error bars. The vertical error bars indicate statistical
uncertainties; the shaded boxes indicate systematic uncertainties.

6.1 The pT dependence of vn

Figures 5 and 6 show the vn obtained from the SP and 2PC methods, respectively, as a function of pT
for several centrality intervals. For the SP method the v2–v5 harmonics are also shown for the 0–0.1%
and 0–1% ultra-central collisions. The SP results are integrated over the pseudorapidity |⌘ | < 2.5 and the
2PC results are obtained with 0.5 < pa

T < 5 GeV and for 2 < |�⌘ | < 5. The vn values show a similar pT
dependence across all centralities: a nearly linear rise to about 2 GeV, followed by a gradual increase to
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11 centrality intervals, from the most central at the top left panel to the most peripheral at the bottom right panel.
Results are averaged over the intervals indicated by horizontal error bars. The vertical error bars indicate statistical
uncertainties; the shaded boxes indicate systematic uncertainties.

6.1 The pT dependence of vn

Figures 5 and 6 show the vn obtained from the SP and 2PC methods, respectively, as a function of pT
for several centrality intervals. For the SP method the v2–v5 harmonics are also shown for the 0–0.1%
and 0–1% ultra-central collisions. The SP results are integrated over the pseudorapidity |⌘ | < 2.5 and the
2PC results are obtained with 0.5 < pa

T < 5 GeV and for 2 < |�⌘ | < 5. The vn values show a similar pT
dependence across all centralities: a nearly linear rise to about 2 GeV, followed by a gradual increase to
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Figure 5: The vn obtained with the SP method as a function of transverse momentum pT, integrated over |⌘ | < 2.5 in
11 centrality intervals, from the most central at the top left panel to the most peripheral at the bottom right panel.
Results are averaged over the intervals indicated by horizontal error bars. The vertical error bars indicate statistical
uncertainties; the shaded boxes indicate systematic uncertainties.

6.1 The pT dependence of vn

Figures 5 and 6 show the vn obtained from the SP and 2PC methods, respectively, as a function of pT
for several centrality intervals. For the SP method the v2–v5 harmonics are also shown for the 0–0.1%
and 0–1% ultra-central collisions. The SP results are integrated over the pseudorapidity |⌘ | < 2.5 and the
2PC results are obtained with 0.5 < pa

T < 5 GeV and for 2 < |�⌘ | < 5. The vn values show a similar pT
dependence across all centralities: a nearly linear rise to about 2 GeV, followed by a gradual increase to
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temperature-dependent specific shear and bulk viscosity, ðη=sÞðTÞ
I

 
and (ζ/s)(T). Broadly, parameter estimation begins with a vector 
of model parameters to be estimated, x, and a set of experimental 
data, y, to be compared with model calculations. We then define a 
likelihood, P(y|x), which quantifies how well the model describes 
the data, and a prior, P(x), which encapsulates initial knowledge of 
the parameters. Next, we invoke Bayes’ theorem, which states that  
the posterior distribution for the model parameters is proportional 
to the product of the likelihood and the prior:

PðxjyÞ / PðyjxÞPðxÞ ð1Þ

The desired parameter estimates may then be extracted from the 
posterior distribution. Bayesian methods are widely used in many 
fields, such as the analysis of high-energy physics data16 and, notably, 
for determining properties of binary black hole mergers from gravi-
tational waves detected at the Laser Interferometer Gravitational-
Wave Observatory (LIGO)17.

Here, we have chosen a set of 14 model parameters, summarized 
in Supplementary Table 1, which together control the salient physi-
cal properties of a dynamical heavy-ion collision model8,15,18–20. We 
calibrate the model to a diverse set of experimental data measured 
by ALICE (A Large Ion Collider Experiment) at the LHC, from Pb–
Pb collisions at beam energies of both ffiffiffiffiffiffiffi

sNN
p ¼ 2:76
I

 and 5.02 TeV 
per nucleon pair21–27.

The collision model is computationally demanding; evaluat-
ing the posterior probability at a single point in parameter space 
entails averaging over thousands of individual collision simulations. 

We follow an established procedure for calibrating computation-
ally expensive models9, using Gaussian process (GP) emulators28 
to interpolate the input–output behaviour of the model. With the 
emulator serving as a surrogate for the full model, the posterior 
distribution is constructed by Markov chain Monte Carlo (MCMC) 
sampling29. See Supplementary Fig. 1 for a graphical representation 
of the procedure.

We have parameterized the temperature-dependent specific shear 
viscosity of the QGP with a three-parameter modified linear ansatz:

ðη=sÞðTÞ ¼ ðη=sÞmin þ ðη=sÞslopeðT % TcÞ
T
Tc

! "ðη=sÞcrv
ð2Þ

where Tc is the QCD transition temperature, fixed to 154 MeV for 
the equation of state used in this work30, and the remaining param-
eters are to be estimated: (η/s)min is the minimum value of η/s at 
Tc, (η/s)slope is the slope above Tc (units of inverse temperature) and 
(η/s)crv is a dimensionless ‘curvature’ parameter.

Figure 1 shows our estimate of the QGP specific shear viscos-
ity compared with measurements of water and helium31. The solid 
orange line is the posterior median, and the band is a 90% cred-
ible region (that is, containing 90% of the posterior density), which 
depicts the uncertainty of the estimate. The QGP η/s is at least 
an order of magnitude smaller than that of most common fluids, 
meaning that it behaves more like a ‘perfect’ fluid. Note that, due to 
the way the model is constructed (Methods), we cannot report an 
estimate of η/s below Tc; however, independent work32 shows that 
the η/s of a hadron resonance gas below Tc is Oð1Þ

I
.
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Fig. 2 | Estimated temperature dependence of the specific shear and bulk viscosity. Left column: posterior medians and 90% credible regions for ðη=sÞðTÞ
I

 
and ðζ=sÞðTÞ

I
 estimated from Pb–Pb collision data at ffiffiffiffiffiffiffi

sNN
p ¼ 2:76
I

 and 5.02!TeV. Right column: one-dimensional (1D) histograms showing the marginal 
distributions for the indicated parameters, along with 2D density histograms showing the joint distributions between the parameters. Top row: shear 
viscosity; bottom row: bulk viscosity.
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these (and other) analyses are a big step forward! 
but have assumptions about the form of the initial 

state, conversion to hadrons, …

using LHC vn data to constrain shear & bulk viscosity
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FIG. 16. (Color online) Predictions for v2{4}/v2{2} from linear scaling (red long dashed line) vs. linear+cubic scaling (blue
dot dashed line). The actual v2{4}/v2{2} are shown in black with statistical error bars. The green vertical line is the point
where the cubic coe�cient 2,2 becomes negative.
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v2: impact parameter driven, except for very small systems 
v3: always driven by fluctuations so it depends on the size of the system
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FIG. 16. (Color online) Predictions for v2{4}/v2{2} from linear scaling (red long dashed line) vs. linear+cubic scaling (blue
dot dashed line). The actual v2{4}/v2{2} are shown in black with statistical error bars. The green vertical line is the point
where the cubic coe�cient 2,2 becomes negative.
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Figure 3: Two-particle correlations in �� for 2 < |�⌘| < 5 and 2 GeV < pa,b
T < 3 GeV. The correlations are shown

for the 0–5% (left), 30–40% (center) and 60–70% (right) centrality intervals. The lines represent Fourier fits to the
correlation functions (Eq. (2)) that include harmonics up to n = 5.
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Figure 4: Two-particle correlations in �� for 2 < |�⌘| < 5 and 2 GeV < pa,b
T < 3 GeV. The correlations are shown

for the 0–5% (left), 30–40% (center) and 60–70% (right) centrality intervals. Also shown is a Fourier fit to the
correlation (Eq. (2)) that includes harmonics n up to 5 (black line). The colored lines show the contribution of the
v2,2 (red), v3,3 (blue), v4,4 (magenta) and v5,5 (orange), and can also be identified by the number of peaks in ��. The
dotted line indicates the v1,1. Each panel represents a di↵erent centrality interval.

Figure 4 shows the same correlation functions but with a reduced y-axis range to make it easier to observe
the features of the correlation. The Fourier fit is indicated by the thick black line and the contributions
of the individual vn,n are also shown. In the most central 0–5% collisions (left panel of Figure 4) the
v2,2–v4,4 are of comparable magnitude, but in other centralities, where the average collision geometry is
elliptic, the v2,2 is significantly larger than the other vn,n (n � 3). In central events, the away-side peak
(at �� = ⇡) is also much broader due to the comparable magnitudes of the higher-order harmonics and
v2,2, while in mid-central events (30–40% centrality in Figure 4) the near (�� = 0) and away-side peaks
are more symmetric as the v2,2 dominates. In central and mid-central events, the near-side peak is larger
than the away-side peak. However, beyond 60% centrality (right panel of Figure 4) the away-side peak
becomes larger, indicating the presence of a large negative v1,1 component. This negative v1,1 component
in the peripheral 2PCs largely arises from dijets and its contribution to the correlation function increases in
peripheral events [14, 26]. While the near-side jet contribution is rejected by the |�⌘| > 2 requirement, the
away-side jet is not localized in |�⌘| and cannot be rejected entirely. The presence of the away-side jet
produces a large negative v1,1 and also a↵ects the other harmonics. Over this centrality range, the vn,n are
strongly biased by dijets, especially at higher pT. The presence of the jets also results in the breakdown of
the factorization relation (Eq. (4)). This is discussed in more detail in Section 6.2.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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Figure 16: Comparisons of the vn measured in Xe+Xe collisions with those measured in Pb+Pb collisions atp
sNN = 5.02 TeV. The results are plotted as a function of centrality, and obtained using the 2PC method. From

top to bottom, each row corresponds to a di↵erent n. The right panels show the ratio of the Xe+Xe to the Pb+Pb
vn values. The plots are for 0.5 GeV < pb

T < 5 GeV. The error bars and bands represent statistical and systematic
uncertainties, respectively. For the ratio plots, the correlated systematic uncertainties between the Xe+Xe and Pb+Pb
results are taken into account.
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FIG. 3. Distributions of per-trigger yield in the peripheral and
the central event activity classes and their differences (solid
symbols), for different ranges of paT and 0.5 < pbT < 4 GeV,
together with functions a0 + 2a2 cos 2∆φ (solid line) and
a0 + 2a2 cos 2∆φ + 2a3 cos 3∆φ (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bP

ZYAM
) and central (bC

ZYAM
) ΣEPb

T bins.

A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].
The relative amplitude of the cosn∆φ modulation of

∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-
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FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
for 0.5 < pbT < 4 GeV in peripheral and central events, on
the (a) near-side and (b) away-side. The panels (c) and (d)
show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

agreement with the presented results.

Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-
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A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].
The relative amplitude of the cosn∆φ modulation of

∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-
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FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
for 0.5 < pbT < 4 GeV in peripheral and central events, on
the (a) near-side and (b) away-side. The panels (c) and (d)
show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar
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agreement with the presented results.

Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-
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Figure 2: Two-particle correlation functions, C(�⌘,��), in 13 TeV pp collisions in Nrec
ch intervals 0–20 (left) and

� 120 (right) for charged particles having 0.5<pa,b
T <5 GeV. The distributions have been truncated to suppress the

peak at �⌘=��=0 and are shown over |⌘|<4.6 to avoid statistical fluctuations at larger |�⌘|.

Examples of correlation functions in the 13 TeV data are shown in Fig. 2 for Nrec
ch intervals 0–20 (left)

and �120 (right), respectively, for 0.5<pa,b
T <5 GeV. The C(�⌘,��) distributions have been truncated at

di↵erent maximum values to suppress a strong peak at �⌘ = �� = 0 that arises primarily from jets. The
correlation functions also show a �⌘-dependent enhancement centered at �� = ⇡, which is understood
to result primarily from dijets. In the higher Nrec

ch interval, a ridge is observed as the enhancement near
�� = 0 that extends over the full �⌘ range of the measurement.

One-dimensional correlation functions, C(��), are obtained by integrating the numerator and denomi-
nator of Eq. 1 over the long-range part of the correlation function, 2<|�⌘|<5. These are converted into
“per-trigger-particle yields,” Y(��), according to [4, 6, 45]:

Y(��) =
0
BBBBB@

R
B(��)d��

Na
R

d��

1
CCCCCAC(��) , (2)

where Na denotes the e�ciency-corrected total number of trigger particles. Results are shown in Fig. 3
for selected Nrec

ch intervals in the 13 and 2.76 TeV data, for the pa,b
T ranges 0.5<pa,b

T <5 GeV. Panel (a) in the
figure shows Y(��) for 0 Nrec

ch <20 for both collision energies; these exhibit a minimum at �� = 0 and a
broad peak at �� ⇠ ⇡ that is understood to result primarily from dijets but may also include contributions
from low-pT resonance decays and global momentum conservation. The higher Y(��) values for the
2.76 TeV data are due to the relative ine�ciency of the 2.76 TeV triggers for the lowest multiplicity
events, which results in larger hNrec

ch i for the 2.76 TeV data in this Nrec
ch interval. Panels (b), (d) and (f)

show results from 13 TeV data for the 40–50, 60–70, and � 90 Nrec
ch intervals, respectively. Panels (c) and

(e) show the results from 2.76 TeV data for 50–60 and 70–80 Nrec
ch intervals, respectively. With increasing

Nrec
ch , the minimum at �� = 0 fills in, and a peak appears and increases in amplitude.

To separate the ridge from angular correlations present in low-multiplicity pp collisions, a template fitting
procedure is applied to the Y(��) distributions. Motivated by the peripheral subtraction method applied
in p+Pb collisions [4], the measured Y(��) distributions are assumed to result from a superposition
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FIG. 2. Two-dimensional correlation functions for (a) pe-
ripheral events and (b) central events, both with a truncated
maximum to suppress the large correlation at (∆η,∆φ) =
(0, 0); (c) the per-trigger yield ∆φ distribution together with
pedestal levels for peripheral (bP

ZYAM
) and central (bC

ZYAM
)

events, and (d) integrated per-trigger yield as function of
ΣEPb

T for pairs in 2 < |∆η| < 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties
are smaller than the symbols.

where Na denotes the number of efficiency-weighted trig-
ger particles, and b

ZYAM
represents the pedestal arising

from uncorrelated pairs. The parameter b
ZYAM

is deter-
mined via a zero-yield-at-minimum (ZYAM) method [17,
21] in which a second-order polynomial fit to C(∆φ) is
used to find the location of the minimum point, ∆φ

ZYAM
,

and from this to determine b
ZYAM

. The stability of the
fit is studied by varying the ∆φ fit range. The uncer-
tainty in b

ZYAM
depends on the local curvature around

∆φ
ZYAM

, and is estimated to be 0.03%–0.1% of the min-
imum value of C(∆φ). At high pT where the number of
measured counts is low, this uncertainty is of the same
order as the statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for C(∆φ), since de-
tector effects largely cancel in the correlation function
ratio. However Y (∆φ) is sensitive to the uncertainty
on the tracking efficiency correction for the associated
particles. This uncertainty is estimated by varying the
track quality cuts and the detector material in the simu-
lation, re-analyzing the data using corresponding Monte
Carlo efficiencies and evaluating the change in the ex-
tracted Y (∆φ). The resulting uncertainty on Y (∆φ) is
estimated to be 2.5% due to the track selection and 2%–
3% related to the limited knowledge of detector material.

The analysis procedure is validated by measuring corre-
lation functions in fully simulated HIJING events [15, 16]
and comparing it to the correlations measured using the
generated particles. The agreement is better than 2% for
C(∆φ) and better than 3% for Y (∆φ).
Figure 2(c) shows the Y (∆φ) distributions for 2 <

|∆η| < 5 in peripheral and central events separately.
The yield for the peripheral events has an approximate
1−cos∆φ shape with an away-side maximum, character-
istic of a recoil contribution. In contrast, the yield in the
central events has near-side and away-side peaks with
the away-side peak having a larger magnitude. These
features are consistent with the onset of a significant
cos 2∆φ component in the distribution. To quantify fur-
ther the properties of these long-range components, the
distributions are integrated over |∆φ| < π/3 and |∆φ| >
2π/3, and plotted as a function of ΣEPb

T in Fig. 2(d).
The near-side yield is close to 0 for ΣEPb

T < 20 GeV
and increases with ΣEPb

T , consistent with the CMS re-
sult [8]. The away-side yield shows a similar variation as
a function of ΣEPb

T , except that it starts at a value signif-
icantly above zero, even for events with low ΣEPb

T . The
yield difference between these two regions is found to be
approximately independent of ΣEPb

T , indicating that the
growth in the yield with increasing ΣEPb

T is the same on
the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Y (∆φ) distributions for periph-
eral and central events are shown in Fig. 3 in various paT
ranges with 0.5 < pbT < 4 GeV. Distributions of the dif-
ference between central and peripheral yields, ∆Y (∆φ),
are also shown in this Figure. This difference is ob-
served to be nearly symmetric around ∆φ = π/2. To
illustrate this symmetry, the ∆Y (∆φ) distributions in
Fig. 3 are overlaid with functions a0 + 2a2 cos 2∆φ and
a0 + 2a2 cos 2∆φ+2a3 cos 3∆φ, with the coefficients cal-
culated as an = ⟨∆Y (∆φ) cosn∆φ⟩. Using only the a0
and a2 terms describes the ∆Y distributions reasonably
well, indicating that the long-range component of the
two-particle correlations can be approximately described
by a recoil contribution plus a∆φ-symmetric component.
The inclusion of the a3 term improves slightly the agree-
ment with the data.
The near-side and away-side yields integrated over

|∆φ| < π/3 and |∆φ| > 2π/3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (∆Yint) are shown in Fig. 4 as a
function of paT. The yields are shown separately for the
two ΣEPb

T ranges in panels (a)–(b) and the differences
are shown in panels (c)–(d). Qualitatively, the differ-
ences have a similar paT dependence and magnitude on
the near-side and away-side; they rise with paT and reach
a maximum around 3–4 GeV. This pattern is visible for
the near-side even before subtraction, as shown in panel
(a), but is less evident in the unsubtracted away-side due
to the dominant contribution of the recoil component.
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Figure 3: Per-trigger-particle yields, Y(��), for 0.5<pa,b
T <5.0 GeV in di↵erent Nrec

ch intervals in 2.76 and 13 TeV
data. Panel (a): 0Nrec

ch <20 for both data sets. Panels (c) and (e): 50–60 and 70–80 Nrec
ch intervals for 2.76 TeV data.

Panels (b), (d) and (f): 40–50, 60–70, and �90 Nrec
ch intervals for 13 TeV data. In panels (b)–(f), the open points and

curves show di↵erent components of the template (see legend) that are shifted, where necessary, for presentation.

Y(��) distribution, scaled up by a multiplicative factor and a constant modulated by cos(2��). The
resulting template fit function,

Y templ(��) = F Yperiph(��) + Y ridge(��) , (3)

where
Y ridge(��) = G

�
1 + 2v2,2 cos (2��)

�
, (4)

has two free parameters, F and v2,2. The coe�cient, G, which represents the magnitude of the combi-
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v2, v3 clearly tied to geometry through hydrodynamic calculations
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FIG. 1. | Average system eccentricities from a Monte Carlo Glauber model and hydrodynamic evolution of
small systems. a, Average second (third) order spatial eccentricities, "2 ("3), shown as columns for small impact parameter
p+Au (red), d+Au (blue), and 3He+Au (black) collisions as calculated from a MC Glauber model. The second and third order
spatial eccentricities correspond to ellipticity and triangularity respectively as depicted by the shapes inset in the bars. b, Hy-
drodynamic evolution of a characteristic head-on p+Au (top), d+Au (middle), and 3He+Au (bottom) collision at

p
sNN = 200

GeV as calculated by sonic, where the p/d/3He completely overlap with the Au nucleus. From left to right each row gives the
temperature distribution of the nuclear matter at four time points following the initial collision at t = 0. The arrows depict
the velocity field, with the length of the longest arrow plotted corresponding to � = 0.82.

This ordering assumes that hydrodynamics can e�ciently
translate the initial geometric "n into dynamical vn,
which in turn requires a small value for the specific shear
viscosity.

There exist a class of alternative explanations where
vn is not generated via flow, but rather is created at the
earliest time in the collision process as described by so-
called initial-state momentum correlation models. They
produce a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a trans-
verse size relative to the collision axis less than the color-
correlation length of order 0.1-0.2 fm. In the case where
individual domains are resolved, a collision system with
a larger overall area but the same characteristic domain
size (for example d+Au and 3He+Au compared with
p+Au and p+p) should have a weaker correlation because
the di↵erent domains are separated and do not commu-
nicate [21, 22]. An instructive analogy is a ferromag-
net with many domains: if the domains are separated
and disconnected, the overall magnetic field is weakened
by the cancellation of e↵ects from the random orienta-
tion in the di↵erent domains. The RMS diameter of the
deuteron is 4.2 fm, and so in d+Au collisions the two hot

spots are much further apart than the characteristic do-
main size. A straightforward prediction is then that the
v2 and v3 coe�cients should be ordered

vp+Au
n > vd+Au

n > v
3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at

p
sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [23–25], as well as trian-
gular anisotropies in 3He+Au collisions [25]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [26] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
the particle pseudorapidity,
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ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [26] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
the particle pseudorapidity,
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FIG. 1. | Average system eccentricities from a Monte Carlo Glauber model and hydrodynamic evolution of
small systems. a, Average second (third) order spatial eccentricities, "2 ("3), shown as columns for small impact parameter
p+Au (red), d+Au (blue), and 3He+Au (black) collisions as calculated from a MC Glauber model. The second and third order
spatial eccentricities correspond to ellipticity and triangularity respectively as depicted by the shapes inset in the bars. b, Hy-
drodynamic evolution of a characteristic head-on p+Au (top), d+Au (middle), and 3He+Au (bottom) collision at

p
sNN = 200

GeV as calculated by sonic, where the p/d/3He completely overlap with the Au nucleus. From left to right each row gives the
temperature distribution of the nuclear matter at four time points following the initial collision at t = 0. The arrows depict
the velocity field, with the length of the longest arrow plotted corresponding to � = 0.82.

This ordering assumes that hydrodynamics can e�ciently
translate the initial geometric "n into dynamical vn,
which in turn requires a small value for the specific shear
viscosity.

There exist a class of alternative explanations where
vn is not generated via flow, but rather is created at the
earliest time in the collision process as described by so-
called initial-state momentum correlation models. They
produce a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a trans-
verse size relative to the collision axis less than the color-
correlation length of order 0.1-0.2 fm. In the case where
individual domains are resolved, a collision system with
a larger overall area but the same characteristic domain
size (for example d+Au and 3He+Au compared with
p+Au and p+p) should have a weaker correlation because
the di↵erent domains are separated and do not commu-
nicate [21, 22]. An instructive analogy is a ferromag-
net with many domains: if the domains are separated
and disconnected, the overall magnetic field is weakened
by the cancellation of e↵ects from the random orienta-
tion in the di↵erent domains. The RMS diameter of the
deuteron is 4.2 fm, and so in d+Au collisions the two hot

spots are much further apart than the characteristic do-
main size. A straightforward prediction is then that the
v2 and v3 coe�cients should be ordered

vp+Au
n > vd+Au

n > v
3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at
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sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [23–25], as well as trian-
gular anisotropies in 3He+Au collisions [25]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [26] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
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the velocity field, with the length of the longest arrow plotted corresponding to � = 0.82.

This ordering assumes that hydrodynamics can e�ciently
translate the initial geometric "n into dynamical vn,
which in turn requires a small value for the specific shear
viscosity.

There exist a class of alternative explanations where
vn is not generated via flow, but rather is created at the
earliest time in the collision process as described by so-
called initial-state momentum correlation models. They
produce a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a trans-
verse size relative to the collision axis less than the color-
correlation length of order 0.1-0.2 fm. In the case where
individual domains are resolved, a collision system with
a larger overall area but the same characteristic domain
size (for example d+Au and 3He+Au compared with
p+Au and p+p) should have a weaker correlation because
the di↵erent domains are separated and do not commu-
nicate [21, 22]. An instructive analogy is a ferromag-
net with many domains: if the domains are separated
and disconnected, the overall magnetic field is weakened
by the cancellation of e↵ects from the random orienta-
tion in the di↵erent domains. The RMS diameter of the
deuteron is 4.2 fm, and so in d+Au collisions the two hot

spots are much further apart than the characteristic do-
main size. A straightforward prediction is then that the
v2 and v3 coe�cients should be ordered

vp+Au
n > vd+Au
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3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at
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sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [23–25], as well as trian-
gular anisotropies in 3He+Au collisions [25]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
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photon-Pb collisions
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direct γ-Pb collision resolved γ-Pb collision

Photo-nuclear interactions 
12

Select events based on primarily 
• One-sided nuclear fragmentation (zero-degree calorimeter ZDC)
• Rapidity gaps 

We have contributions from both diagrams 

Direct γA collisions         
Photon couples directly to nuclear parton

Resolved γA collisions              
photon virtually resolved into hadronic state

Dominant interaction

vector meson

Pb

Pb Pb

Pb

Pbρ0



multiplicity in γ-Pb collisions
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Figure 2: Left: Distribution of event charged-particle multiplicity, N rec
ch , for the photo-nuclear event selection (black)

and an alternative selection intended to select hadronic Pb+Pb events (red, see text). Right: Distributions of the
transverse energy sum, ⌃ET, in the FCal detectors in photo-nuclear events. The two FCal sides downstream of the
photon (black) and interacting nucleus (red) are shown separately.
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Figure 3: Charged-particle pseudorapidity distribution, dNch/d⌘, in selected N rec
ch ranges. The distributions are

normalized to the same integral and are shown in arbitrary units. Here, positive and negative ⌘ denote the photon-going
and nucleus-going directions, respectively.

Figure 3 shows the charged-particle pseudorapidity distribution, dNch/d⌘, corrected for tracking e�ciency,
for several example N rec

ch selections in photo-nuclear events. The dNch/d⌘ values have an arbitrary overall
normalization, and are shown to compare only the relative pseudorapidity distributions. In all cases, the
pseudorapidity distribution is strongly asymmetric in a way that is similar across a large multiplicity range
(N rec

ch > 10). Thus the range N rec
ch < 10 is not included in the analysis, and the measurements in this note

are reported for events with N rec
ch = 10 to 60, using charged-particles in the pT range 0.4 to 5 GeV.
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Figure 1: Left: Correlation of N rec
ch and ⌃��⌘gap for events selected by the MB trigger before application of gap-based

event selection. Right: Correlation of ⌃��⌘gap and ⌃A�⌘gap for events satisfying the MB trigger, with N rec
ch > 10.

The gap quantities are constructed using the tracks and clusters in each event. The sum of gaps quantities,
⌃��⌘gap and ⌃A�⌘gap, were originally introduced in Ref. [8] as a way to retain a large selection e�ciency for
resolved photon events which may break up a large gap with a photon fragment localized in pseudorapidity.
They are calculated as follows. The tracks and clusters are ordered in ⌘. The di�erence in ⌘ between
adjacent particles, �⌘, is included in the sum if it is larger than 0.5. ⌃��⌘gap and ⌃A�⌘gap correspond to
the sum-of-gaps calculated in the photon-going and Pb-going halves of the detector, respectively, and thus
range from 0 to 4.9.

The left panel of Figure 1 shows the correlation between ⌃��⌘gap and N rec
ch for events recorded with the

MB trigger. Events resulting from hadronic Pb+Pb collisions are at small ⌃��⌘gap and have a broad
multiplicity distribution, whereas events from photon-induced processes have a steeply falling multiplicity
distribution sharply peaked at small values. The right panel of Figure 1 shows the correlation of ⌃��⌘gap
and ⌃A�⌘gap. The signal events for photo-nuclear collisions are defined by ⌃��⌘gap > 2.5 and ⌃A�⌘gap < 3.
Any reconstructed tracks which are within the ⌃��⌘gap region are not used in the two-particle correlation
analysis.

In addition to the sum of gaps quantities defined above, the cluster edge gap, �⌘cluster
edge , is defined as the

pseudorapidity from the edge of the detector on the photon-going side to the first reconstructed cluster.
�⌘cluster

edge is used in the mixed event construction discussed below as a simple control on the overall topology
of events.

The N rec
ch distribution for events passing the photo-nuclear event selection is shown in the left panel of

Figure 2 and compared to the distribution from events with ⌃��⌘gap < 1, which selects mostly Pb+Pb
hadronic background events. The selected photo-nuclear events have a significantly steeper falling
multiplicity distribution. The right panel of Figure 2 shows the ⌃ET in the two FCal sides for events passing
the photo-nuclear event selection. The Pb-going FCal has a broad distribution of ⌃ET values, while the
distribution in the photon-going FCal side is compatible with no deposited energy and only electronic
noise.

5

0nXn: at least 1 neutron in one ZDC and 0 in the other

ΣΔηgap: sum of all gaps (including tracks & clusters) > 0.5 
require: ΣγΔηgap: > 2.5 & ΣAΔηgap < 3

signal events

hadronic events

ATLAS-CONF-2019-022



γ-Pb event display
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“High”-multiplicity photo-nuclear collisions
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template fitting
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Figure 5: An example of the template fitting procedure for a selected pT range. The left plot displays the LM data
with open markers and the simultaneous fit in the green dotted line. The lower panel displays the pull distribution
along with a post-fit �2/ndof for the simultaneous fit. In the top panel of the right plot, the red line shows the total fit
to the HM data in black markers. The green line shows the scaled LM plus pedestal, while the blue and magenta lines
indicate the two flow contributions to the fit (see legend), shifted upwards by FYLM(0) for visibility. The middle
panels show the pull distribution of the template fits shown in the top panel. The bottom panel show the same set
of data and fit components, where the scaled LM distribution has been subtracted from each to better isolate the
remaining ridge modulation.

Additional examples of the template fit are shown in Figure 6 for two di�erent pT intervals. The full set of
v2,2 values are shown in Figure 7, with the direct Fourier fit results shown as open points and the non-flow
subtracted template fit results shown as closed points. Although the v3,3 component is included in the
template fit, as shown in Figure 6, the systematic uncertainties on the resulting v3 coe�cients are currently
too large to extract meaningful physics conclusions. The same is true for the v2 result in the exclusive pT
range 2.0–5.0 GeV. Thus, only the v2 values integrated over pT as a function of N rec

ch and in exclusive pT
bins up to 2.0 GeV are shown as a physics result.

The single-particle flow coe�cients vn are related to the two-particle correlation coe�cients via
vn,n(pa

T, p
b
T) = vn(pa

T)vn(pbT), or vn,n(pa
T, p

b
T) = vn(pT)2 if a and b are selected from the identical particle

pT range.

The measured vn values are potentially biased by the presence of background events, primarily from
peripheral Pb+Pb events, in the selected event sample. The purity of photo-nuclear events is estimated
through a sideband method as follows. Events with 0.5 < ⌃��⌘gap < 1.5 are assumed to be strongly
background dominated, and thus this range is used to normalize the background contribution. The vn,n
coe�cients, vAA

n,n , are measured in these events. The relative contribution of background events in the signal
sample, and thus the purity of photo-nuclear events f�A, is fixed by estimating the ⌃��⌘gap dependence
of the background through a number of methods. The vn,n values for photo-nuclear events (and thus the
vn values), v�A

n,n, could then be evaluated by statistically correcting the observed vn,n values, vobs
n,n, for this

background via vobs
n,n = f�Av

�A
n,n +

�
1 � f�A

�
vAA
n,n .

9

simultaneous fit to low (LM) and high (HM) multiplicity distributions 

ATLAS-CONF-2019-022



v2 in photon-nucleus collisions
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v2 in photo-nuclear collisions 
19

Photo-nuclear v2 is 
smaller than pp and 
p+Pb

Significant v2 in   
photo-nuclear 
collisions!

pT dependence 
20

Similar pT dependence 
to hadronic collisions 
systems 

Photo-nuclear 
central values are 
lower than pp and 
p+Pb (with larger 
uncertainties) 

v2(γPb) < v2(pp) < v2(pPb)

could be sensitive to different geometries than in pp/pPb collisions
ATLAS-CONF-2019-022



shrinking the QGP
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Chun Shen (WSU/RBRC) Quark Matter 2019 /23

SHRINKING A QGP DROPLET

Pushing hydrodynamics to its limit

18

from Pb-Pb collisions to pp hydrodynamic calculations can 
describe the data

the different role of geometry and fluctuations provides an 
opportunity to constrain the properties of the QGP

image: C. Shen (QM19)

v2 measurement in γ-Pb collisions are a provocative frontier…



heavy quarks
• charm and bottom quarks are interesting because their vn values are 

sensitive to how much these more massive quark flow with the QGP 
• ATLAS has measured the μ± from the decay of charm and bottom 

hadrons (combined) 
• observe v2 > 0
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Figure 10: The pT dependence of the Pb+Pb heavy-flavor muon v2. Results are shown for both the EP and SP
methods. Each panel represents a di�erent centrality interval. The error bars and shaded bands represent statistical
and total uncertainties, respectively, and are shown only for the EP v2. The horizontal dashed lines indicate v2 = 0.
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mcharm = 1.3 GeV 
mbottom = 4.2 GeV

question: is the a difference 
in the flow due to the mass 

difference?

PRC 98 044905 (2018)



charm & bottom v2, separately
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of centrality. The bottom muons have a v3 at all pT and in all centrality intervals that is significant below
that of charm muons.
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Figure 5: Charm and bottom muon v2 as a function of pT in the combined 2015 and 2018 5.02 TeV Pb+Pb data.
Statistical uncertainties are shown as vertical lines and systematic uncertainties as boxes for charm and bottom
muons. The charm and bottom uncertainties are partially anti-correlated. Each panel presents a di↵erent centrality
interval.

Figure 7 shows the ATLAS v2 results for charm and bottom decay muons in the Pb+Pb 0–10% (left) and
40–60% (right) centrality interval in comparison with theoretical calculations, dreena-b from Ref. [14],
and dab-mod from Ref. [13, 34]. The dreena-b calculation includes radiative and collisional energy loss of
the heavy quarks traversing the QGP, modeled via 1 + 1D Bjorken expansion [35]. The predicted D meson
v2 is higher than the B meson v2 with the two converging at pT ⇡ 25 GeV as expected when the pT is much
larger than the charm and bottom quark masses. Using Pythia for decay kinematics, the charm muon and
bottom muon v2 results are calculated and shown. The predominant e↵ect in going from the parent meson

12

charm v2 > bottom v2
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Figure 3: Inclusive heavy-flavor muon v2 as a function of pT in the combined 2015 and 2018 5.02 TeV Pb+Pb data
compared with the results in the 2.76 TeV Pb+Pb data measurements [16]. Statistical uncertainties are shown as
vertical lines and systematic uncertainties as boxes for the 5.02 TeV results. For better visibility statistical and
systematic uncertainties on the 2.76 TeV data are combined in quadrature and shown as vertical lines. Each panel
represents a di↵erent centrality interval.

Figure 5 shows the separated charm and bottom muon v2 as a function of pT, with each panel presenting a
di↵erent Pb+Pb centrality. The charm and bottom flow coe�cients are extracted only up to pT = 20 GeV,
since above that momentum range the inclusive heavy-flavor v2 values are small and the charm-to-bottom
separation procedure becomes sensitive to fluctuations in data and yields unstable results. The results
indicate a non-zero v2 for both charm and bottom muons, with a substantially larger elliptic flow coe�cient
for charm muons. The statistical and systematic uncertainties have a significant contribution that is
anti-correlated between the charm and bottom v2, i.e. a fluctuation up in the charm v2 in a particular pT bin
will be correlated with a fluctuation down in the bottom v2 in the same bin and vice versa. Qualitatively,
the charm and bottom v2 ordering matches theoretical expectations where the heavier bottom quarks have

10

much larger Run2 dataset!

ATLAS-CONF-2019-053



charm & bottom v2 in pp collisions

34

0 20 40 60 80 100 120
rec
chN

0.05−

0

0.05

0.1

0.152v

ATLAS
-1=13 TeV, 150 pbs pp

<6 GeV
T

4<p
|<5ηΔ1.5<|

µ→c
µ→b

0 1 2 3 4 5 6 7 8
 [GeV]

T
p

0.05−

0

0.05

0.1

0.152v

ATLAS
-1=13 TeV, 150 pbs pp

<120rec
chN≤60

|<5ηΔ1.5<|
µ→c
µ→b

Figure 4: Elliptic anisotropy coe�cient v2 of muons from charm and bottom decays as a function of track multiplicity
Nrec

ch for muons with transverse momentum 4 < pT < 6 GeV (left) and as a function of pT for the 60  Nrec
ch < 120

multiplicity range (right). Data points are shifted by ±1 in Nrec
ch and ±0.125 GeV in pT for better visibility. The

vertical bars and shaded bands represent statistical and systematic uncertainties, respectively.

pT dependence. In contrast, the v2 of muons from charm decays is non-zero at lower pT but consistent
with zero at higher pT. It also shows no significant Nrec

ch dependence within the uncertainties.

In summary, a measurement of elliptic flow coe�cients for heavy-flavor decay muons in pp collisions at
13 TeV is presented, including a separation between charm and bottom contributions. The measurement
uses a dataset corresponding to an integrated luminosity of 150 pb�1 recorded by the ATLAS experiment
at the LHC. The inclusive heavy-flavor muon v2 values are not dependent on Nrec

ch in the range 60–120 and
show a clear decrease with pT from 4 to 7 GeV. The bottom-decay muons have v2 values consistent with
zero within statistical and systematic uncertainties, while the charm-decay muons have significant non-zero
v2 values. These results indicate that bottom quarks, unlike light and charm quarks, do not participate
in the collective behavior in high-multiplicity pp collisions. There are theoretical calculations within a
linearized Boltzmann-Langevin transport framework for Pb+Pb collisions at

p
sNN = 5.02 TeV predicting

larger v2 for D meson than v2 for B meson at pT < 10 GeV and similar v2 at pT > 10 GeV [32]. However,
no such calculations have been published for smaller systems including high-multiplicity pp events. The
results will provide fundamental new input to the theoretical models in development which attempt to
describe heavy-quark transport and energy loss in these smallest collision systems.
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as well as from instrumental effects. Energy loss in the
medium could lead to much stronger deviations in the
reconstructed energy balance.

The ATLAS detector [8] is well-suited for measuring
jets due to its large acceptance, highly segmented electro-
magnetic and hadronic calorimeters. These allow efficient
reconstruction of jets over a wide range in the region
j!j< 4:5. The detector also provides precise charged par-
ticle and muon tracking. An event display showing the inner
detector and calorimeter systems is shown in Fig. 1.

Liquid argon technology providing excellent energy and
position resolution is used in the electromagnetic calorime-
ter that covers the pseudorapidity range j!j< 3:2. The
hadronic calorimetry in the range j!j< 1:7 is provided
by a sampling calorimeter made of steel and scintillating
tiles. In the end caps (1:5< j!j< 3:2), liquid argon tech-
nology is also used for the hadronic calorimeters, matching
the outer j!j limits of the electromagnetic calorimeters. To
complete the ! coverage, the liquid argon forward calo-
rimeters provide both electromagnetic and hadronic energy
measurements, extending the coverage up to j!j ¼ 4:9.
The calorimeter (! and ") granularities are 0:1" 0:1 for
the hadronic calorimeters up to j!j ¼ 2:5 (except for the
third layer of the tile calorimeter, which has a segmentation
of 0:2" 0:1 up to j!j ¼ 1:7) and then 0:2" 0:2 up to
j!j ¼ 4:9. The electromagnetic calorimeters are longitudi-
nally segmented into three compartments and feature a
much finer readout granularity varying by layer, with cells
as small as 0:025" 0:025 extending to j!j ¼ 2:5 in the
middle layer. In the data-taking period considered, ap-
proximately 187 000 calorimeter cells (98% of the total)
were usable for event reconstruction.

The bulk of the data reported here were triggered by
using coincidence signals from two sets of minimum bias
trigger scintillator detectors, positioned at z ¼ #3:56 m,

covering the full azimuth between 2:09< j!j< 3:84 and
divided into eight " sectors and two ! sectors.
Coincidences in the zero degree calorimeter and luminos-
ity measurement using a Cherenkov integrating detector
were also used as primary triggers, since these detectors
were far less susceptible to LHC beam backgrounds. These
triggers have a large overlap and are close to fully efficient
for the events studied here.
In the offline analysis, events are required to have a time

difference between the two sets of minimum bias trigger
scintillator counters of !t < 3 ns and a reconstructed ver-
tex to efficiently reject beam-halo backgrounds. The pri-
mary vertex is derived from the reconstructed tracks in the
inner detector, which covers j!j< 2:5 by using silicon
pixel and strip detectors surrounded by straw tubes.
These event selection criteria have been estimated to ac-
cept over 98% of the total lead-lead inelastic cross section.
The level of event activity or ‘‘centrality’’ is character-

ized by using the total transverse energy ("ET) deposited
in the forward calorimeters (FCal), which cover 3:2<
j!j< 4:9, shown in Fig. 2. Bins are defined in centrality
according to fractions of the total lead-lead cross section
selected by the trigger and are expressed in terms
of percentiles (0%–10%, 10%–20%, 20%–40%, and
40%–100%) with 0% representing the upper end of the
"ET distribution. Previous heavy ion experiments have
shown a clear correlation of the "ET with the geometry
of the overlap region of the colliding nuclei and, corre-
spondingly, the total event multiplicity. This is verified in
the bottom panel of Fig. 2, which shows a tight correlation
between the energy flow near midrapidity and the forward
"ET . The forward "ET is used for this analysis to avoid
biasing the centrality measurement with jets.
Jets have been reconstructed by using the infrared-safe

anti-kt jet clustering algorithm [9] with the radius parame-

FIG. 1 (color online). Event display of a highly asymmetric dijet event, with one jet with ET > 100 GeV and no evident recoiling jet
and with high-energy calorimeter cell deposits distributed over a wide azimuthal region. By selecting tracks with pT > 2:6 GeV and
applying cell thresholds in the calorimeters (ET > 700 MeV in the electromagnetic calorimeter, and E > 1 GeV in the hadronic
calorimeter), the recoil can be seen dispersed widely over the azimuth.

PRL 105, 252303 (2010) P HY S I CA L R EV I EW LE T T E R S
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picture: energy is lost from the jet cone as jets interact with the QGP
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pixel and strip detectors surrounded by straw tubes.
These event selection criteria have been estimated to ac-
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shown a clear correlation of the "ET with the geometry
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biasing the centrality measurement with jets.
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FIG. 1. �� dependence of measured d2Njet/dpTd�� in the
60 < pT < 80 GeV interval for six ranges of collision centrality.
The yields are normalized by the total number of jets in the
pT interval. The solid curves indicate the results of fitting
the data to the functional form of Eq. (1), with the resulting
v2 values, vjet2 |meas, listed in each panel. The error bars and
errors on vjet2 |meas indicate statistical uncertainties.

are distorted by the finite resolutions in  2 and the jet
pT. The  2 resolution was evaluated using a sub-event
technique [17, 23] in which  2 was measured separately
in the positive and negative ⌘ halves of the FCal yielding
values  +

2 and  �
2 , respectively. The width of the  +

2 �
 �

2 distribution was used [23] to estimate a factor, ,
that was used to correct each measured v2 value for the
finite  2 resolution according to

v2 = v2|meas/ . (2)

This factor was evaluated for events containing jets to
account for the relevant distribution of events within each
centrality interval.

The pT dependence, and possibly also the �� depen-
dence, of the measured yields are a↵ected by the JER,
which arises from both fluctuations in the UE and the
detector response. The MC study shows that for the
R = 0.2 jets used in this analysis, the JER-induced mi-
gration between jet pT intervals is su�ciently small that
a “bin-by-bin” unfolding method, utilizing multiplicative
corrections to the jet yields, is appropriate. The bin-
by-bin correction factors are defined to be the number
of generator-level jets divided by the number of recon-
structed jets in each pT, ��, and centrality interval. The
MC studies show no significant �� variation of the JER,
JES, and the correction factors, and so these correction
factors were taken to be ��-independent. Since the mea-
surements presented here depend only on the ratios of

jet yields between di↵erent �� intervals for the same pT
range, the correction factors do not a↵ect any of the final
results; the potential for a �� dependence of the correc-
tion factors is included in the estimates of the systematic
uncertainty.

Systematic uncertainties on the corrected v2 values
arise due to uncertainties on the two correction proce-
dures described above. Uncertainties on  were estimated
by using the values obtained in previous studies[17] for
slightly di↵erent centrality intervals and interpolating to
obtain values appropriate for the centrality intervals used
here. The uncertainties were found to vary between 1%
and 4% from central to peripheral collisions. Potential
distortions in the measurement of  2 due to the produc-
tion of jets in the FCal pseudorapidity range were studied
in the MC sample and found to be negligible for the cen-
trality intervals included in this analysis.

Uncertainties on the measurements arising from ��-
dependent systematic uncertainties on the bin-by-bin
correction factors were estimated by determining the sen-
sitivity of these correction factors to each systematic
variation and then parameterizing that sensitivity with
a cos 2�� dependence. The sensitivity to the �� de-
pendence of the spectrum was evaluated by varying the
pT spectrum of the generator-level jets in each �� in-
terval within a range consistent with the measured vjet2

values. The JES and JER contributions to the uncer-
tainty were obtained by varying the relationship between
generator-level and reconstructed jet pT in the determi-
nation of the correction factors. These procedures uti-
lized the JES constraints obtained from track jets and
direct measurements of the UE contribution to the JER
[3]. Parameterizations of the measured vcalo2 and the av-
erage background ET underlying a typical jet measured
in the data were used to provide the dependence of vari-
ations on centrality. The systematic uncertainties on vjet2

are less than 0.002 except in the most central and low-
est pT intervals where the JER contribution dominates,
resulting in uncertainties between 0.005 and 0.01.

The azimuthal dependence of jet suppression can be
characterized by vjet2 , which was obtained by correcting
the vjet2 |meas values using Eq.(2). Figure 2 shows the re-
sulting vjet2 values as a function of jet pT for all central-
ity intervals. Significant, non-zero values are observed
over the range 45 < pT < 160 GeV for all centrality in-
tervals. A direct comparison between the v2 of single
high-pT charged particles and vjet2 is generally not possi-
ble; however the fact that both quantities exhibit only a
weak pT dependence leads to the expectation that they
should be of similar magnitude. In the charged parti-
cle measurements, the v2 values of charged particles with
28 < pT < 48 GeV were found to vary between 0.02 and
0.05 for the 10–50% centrality range [18], which are gen-
erally in agreement with vjet2 values reported here indicat-
ing no obvious inconsistencies between the two results.
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sulting vjet2 values as a function of jet pT for all central-
ity intervals. Significant, non-zero values are observed
over the range 45 < pT < 160 GeV for all centrality in-
tervals. A direct comparison between the v2 of single
high-pT charged particles and vjet2 is generally not possi-
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the data to the functional form of Eq. (1), with the resulting
v2 values, vjet2 |meas, listed in each panel. The error bars and
errors on vjet2 |meas indicate statistical uncertainties.

are distorted by the finite resolutions in  2 and the jet
pT. The  2 resolution was evaluated using a sub-event
technique [17, 23] in which  2 was measured separately
in the positive and negative ⌘ halves of the FCal yielding
values  +

2 and  �
2 , respectively. The width of the  +

2 �
 �

2 distribution was used [23] to estimate a factor, ,
that was used to correct each measured v2 value for the
finite  2 resolution according to

v2 = v2|meas/ . (2)

This factor was evaluated for events containing jets to
account for the relevant distribution of events within each
centrality interval.

The pT dependence, and possibly also the �� depen-
dence, of the measured yields are a↵ected by the JER,
which arises from both fluctuations in the UE and the
detector response. The MC study shows that for the
R = 0.2 jets used in this analysis, the JER-induced mi-
gration between jet pT intervals is su�ciently small that
a “bin-by-bin” unfolding method, utilizing multiplicative
corrections to the jet yields, is appropriate. The bin-
by-bin correction factors are defined to be the number
of generator-level jets divided by the number of recon-
structed jets in each pT, ��, and centrality interval. The
MC studies show no significant �� variation of the JER,
JES, and the correction factors, and so these correction
factors were taken to be ��-independent. Since the mea-
surements presented here depend only on the ratios of

jet yields between di↵erent �� intervals for the same pT
range, the correction factors do not a↵ect any of the final
results; the potential for a �� dependence of the correc-
tion factors is included in the estimates of the systematic
uncertainty.

Systematic uncertainties on the corrected v2 values
arise due to uncertainties on the two correction proce-
dures described above. Uncertainties on  were estimated
by using the values obtained in previous studies[17] for
slightly di↵erent centrality intervals and interpolating to
obtain values appropriate for the centrality intervals used
here. The uncertainties were found to vary between 1%
and 4% from central to peripheral collisions. Potential
distortions in the measurement of  2 due to the produc-
tion of jets in the FCal pseudorapidity range were studied
in the MC sample and found to be negligible for the cen-
trality intervals included in this analysis.

Uncertainties on the measurements arising from ��-
dependent systematic uncertainties on the bin-by-bin
correction factors were estimated by determining the sen-
sitivity of these correction factors to each systematic
variation and then parameterizing that sensitivity with
a cos 2�� dependence. The sensitivity to the �� de-
pendence of the spectrum was evaluated by varying the
pT spectrum of the generator-level jets in each �� in-
terval within a range consistent with the measured vjet2

values. The JES and JER contributions to the uncer-
tainty were obtained by varying the relationship between
generator-level and reconstructed jet pT in the determi-
nation of the correction factors. These procedures uti-
lized the JES constraints obtained from track jets and
direct measurements of the UE contribution to the JER
[3]. Parameterizations of the measured vcalo2 and the av-
erage background ET underlying a typical jet measured
in the data were used to provide the dependence of vari-
ations on centrality. The systematic uncertainties on vjet2

are less than 0.002 except in the most central and low-
est pT intervals where the JER contribution dominates,
resulting in uncertainties between 0.005 and 0.01.

The azimuthal dependence of jet suppression can be
characterized by vjet2 , which was obtained by correcting
the vjet2 |meas values using Eq.(2). Figure 2 shows the re-
sulting vjet2 values as a function of jet pT for all central-
ity intervals. Significant, non-zero values are observed
over the range 45 < pT < 160 GeV for all centrality in-
tervals. A direct comparison between the v2 of single
high-pT charged particles and vjet2 is generally not possi-
ble; however the fact that both quantities exhibit only a
weak pT dependence leads to the expectation that they
should be of similar magnitude. In the charged parti-
cle measurements, the v2 values of charged particles with
28 < pT < 48 GeV were found to vary between 0.02 and
0.05 for the 10–50% centrality range [18], which are gen-
erally in agreement with vjet2 values reported here indicat-
ing no obvious inconsistencies between the two results.
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Measurement of the Azimuthal Angle Dependence of Inclusive Jet Yields in Pb+Pb
Collisions at

p
sNN = 2.76 TeV with the ATLAS detector

ATLAS Collaboration

Measurements of the variation of inclusive jet suppression as a function of relative azimuthal angle,
��, with respect to the elliptic event plane provide insight into the path-length dependence of jet
quenching. ATLAS has measured the �� dependence of jet yields in 0.14 nb�1 of

p
sNN = 2.76 TeV

Pb+Pb collisions at the LHC for jet transverse momenta pT > 45 GeV in di↵erent collision centrality
bins using an underlying event subtraction procedure that accounts for elliptic flow. The variation
of the jet yield with �� was characterized by the parameter, vjet2 , and the ratio of out-of-plane
(�� ⇠ ⇡/2) to in-plane (�� ⇠ 0) yields. Non-zero vjet2 values were measured in all centrality bins
for pT < 160 GeV. The jet yields are observed to vary by as much as 20% between in-plane and
out-of-plane directions.

PACS numbers: 25.75.-q

Studies of jet production in Pb+Pb collisions at the
LHC [1, 2] show behavior consistent with “jet quench-
ing,” a general term for the modification of parton show-
ers in the hot dense medium created in ultra-relativistic
nuclear collisions. For example, the inclusive yield of
jets was observed to be suppressed by a factor of ap-
proximately two in central Pb+Pb collisions relative
to peripheral collisions [3], consistent with a medium-
induced reduction in the jet energies. Perturbative or
weak-coupling calculations model jet energy loss, dE/dx,
through a combination of collisional and radiative energy
loss of the constituents of the parton shower. The radia-
tive contributions are subject to coherence e↵ects [4] that
explicitly depend on the path length of the shower in the
medium. Strong-coupling calculations suggest a di↵erent
path-length dependence [5, 6]. Measurements of the jet
yield as a function of quantities providing indirect con-
trol over the jet path lengths may provide insight into the
physical mechanisms responsible for jet quenching [7, 8].
Such quantities include the Pb+Pb collision centrality
and the azimuthal angle of the jet with respect to the
elliptic event plane.
Elliptic flow refers to a cos 2� modulation of the az-

imuthal angle (�) distribution of particles produced in
ultra-relativistic nuclear collisions [9]. This modulation
is understood to arise from an approximately elliptic
anisotropy of the initial-state transverse energy density
profile that is imprinted on the azimuthal angle distribu-
tion of final-state particles [10] by the strong collective
evolution of the medium. The resulting azimuthal angle
distribution is often parameterized by the form:

dN

d�
/ 1 + 2v2 cos 2(�� 2), (1)

where the elliptic event plane angle,  2, specifies the ori-
entation of the initial density profile in the transverse
plane, and the parameter v2 quantifies the magnitude of
the modulation. Jets measured at di↵erent azimuthal
angles relative to the event plane, �� ⌘ �jet �  2, re-
sult from parton showers that traverse, on average, dif-

ferent path lengths and density profiles in the medium.
Thus, a measurement of the variation of the jet yield as
a function of �� should provide a direct constraint on
theoretical models of the path-length dependence of the
energy loss. This measurement is not directly sensitive to
the contribution to jet suppression from higher order flow
harmonics, which may arise from the fluctuating initial
geometry [11–13].

Variations in jet yield as a function of�� have been ob-
served indirectly through measurements of single hadrons
with large transverse momentum (pT) at RHIC [14–16]
and the LHC [17–19]. The utility of such measurements is
limited by the weak relationship between hadron pT and
the transverse momentum of the parent parton shower.
This Letter presents results of measurements using fully
reconstructed jets, which have kinematics properties that
are more closely related to those of the parent partons.
The �� dependence of the inclusive jet yield was mea-
sured in

p
sNN = 2.76 TeV Pb+Pb collisions as a function

of jet pT and Pb+Pb collision centrality. The measure-
ment was performed with the anti-kt algorithm [20] with
distance parameter R = 0.2, chosen to limit the contri-
bution of the underlying event (UE) to the measurement.
The �� dependence was characterized by the jet v2, v

jet
2 ,

and the ratios of the jet yields in di↵erent �� intervals at
fixed pT and centrality. Such dependence is expected to
be small in either the most central or most peripheral col-
lisions, due to the lack of initial-state anisotropy and the
lack of quenching, respectively. For intermediate central-
ities, measurement of the �� dependence of the jet yields
probes the interplay between contributions to quenching
from the overall system size and energy density, as well
as from the initial state anisotropy.

The measurements presented here were performed with
the ATLAS detector [21] using its calorimeter, inner
detector, trigger, and data acquisition systems. The
calorimeter system consists of a liquid argon (LAr) elec-
tromagnetic (EM) calorimeter covering |⌘| < 3.2, a
steel/scintillator sampling hadronic calorimeter covering
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FIG. 1. �� dependence of measured d2Njet/dpTd�� in the
60 < pT < 80 GeV interval for six ranges of collision centrality.
The yields are normalized by the total number of jets in the
pT interval. The solid curves indicate the results of fitting
the data to the functional form of Eq. (1), with the resulting
v2 values, vjet2 |meas, listed in each panel. The error bars and
errors on vjet2 |meas indicate statistical uncertainties.

are distorted by the finite resolutions in  2 and the jet
pT. The  2 resolution was evaluated using a sub-event
technique [17, 23] in which  2 was measured separately
in the positive and negative ⌘ halves of the FCal yielding
values  +

2 and  �
2 , respectively. The width of the  +

2 �
 �

2 distribution was used [23] to estimate a factor, ,
that was used to correct each measured v2 value for the
finite  2 resolution according to

v2 = v2|meas/ . (2)

This factor was evaluated for events containing jets to
account for the relevant distribution of events within each
centrality interval.

The pT dependence, and possibly also the �� depen-
dence, of the measured yields are a↵ected by the JER,
which arises from both fluctuations in the UE and the
detector response. The MC study shows that for the
R = 0.2 jets used in this analysis, the JER-induced mi-
gration between jet pT intervals is su�ciently small that
a “bin-by-bin” unfolding method, utilizing multiplicative
corrections to the jet yields, is appropriate. The bin-
by-bin correction factors are defined to be the number
of generator-level jets divided by the number of recon-
structed jets in each pT, ��, and centrality interval. The
MC studies show no significant �� variation of the JER,
JES, and the correction factors, and so these correction
factors were taken to be ��-independent. Since the mea-
surements presented here depend only on the ratios of

jet yields between di↵erent �� intervals for the same pT
range, the correction factors do not a↵ect any of the final
results; the potential for a �� dependence of the correc-
tion factors is included in the estimates of the systematic
uncertainty.

Systematic uncertainties on the corrected v2 values
arise due to uncertainties on the two correction proce-
dures described above. Uncertainties on  were estimated
by using the values obtained in previous studies[17] for
slightly di↵erent centrality intervals and interpolating to
obtain values appropriate for the centrality intervals used
here. The uncertainties were found to vary between 1%
and 4% from central to peripheral collisions. Potential
distortions in the measurement of  2 due to the produc-
tion of jets in the FCal pseudorapidity range were studied
in the MC sample and found to be negligible for the cen-
trality intervals included in this analysis.

Uncertainties on the measurements arising from ��-
dependent systematic uncertainties on the bin-by-bin
correction factors were estimated by determining the sen-
sitivity of these correction factors to each systematic
variation and then parameterizing that sensitivity with
a cos 2�� dependence. The sensitivity to the �� de-
pendence of the spectrum was evaluated by varying the
pT spectrum of the generator-level jets in each �� in-
terval within a range consistent with the measured vjet2

values. The JES and JER contributions to the uncer-
tainty were obtained by varying the relationship between
generator-level and reconstructed jet pT in the determi-
nation of the correction factors. These procedures uti-
lized the JES constraints obtained from track jets and
direct measurements of the UE contribution to the JER
[3]. Parameterizations of the measured vcalo2 and the av-
erage background ET underlying a typical jet measured
in the data were used to provide the dependence of vari-
ations on centrality. The systematic uncertainties on vjet2

are less than 0.002 except in the most central and low-
est pT intervals where the JER contribution dominates,
resulting in uncertainties between 0.005 and 0.01.

The azimuthal dependence of jet suppression can be
characterized by vjet2 , which was obtained by correcting
the vjet2 |meas values using Eq.(2). Figure 2 shows the re-
sulting vjet2 values as a function of jet pT for all central-
ity intervals. Significant, non-zero values are observed
over the range 45 < pT < 160 GeV for all centrality in-
tervals. A direct comparison between the v2 of single
high-pT charged particles and vjet2 is generally not possi-
ble; however the fact that both quantities exhibit only a
weak pT dependence leads to the expectation that they
should be of similar magnitude. In the charged parti-
cle measurements, the v2 values of charged particles with
28 < pT < 48 GeV were found to vary between 0.02 and
0.05 for the 10–50% centrality range [18], which are gen-
erally in agreement with vjet2 values reported here indicat-
ing no obvious inconsistencies between the two results.
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FIG. 1. �� dependence of measured d2Njet/dpTd�� in the
60 < pT < 80 GeV interval for six ranges of collision centrality.
The yields are normalized by the total number of jets in the
pT interval. The solid curves indicate the results of fitting
the data to the functional form of Eq. (1), with the resulting
v2 values, vjet2 |meas, listed in each panel. The error bars and
errors on vjet2 |meas indicate statistical uncertainties.

are distorted by the finite resolutions in  2 and the jet
pT. The  2 resolution was evaluated using a sub-event
technique [17, 23] in which  2 was measured separately
in the positive and negative ⌘ halves of the FCal yielding
values  +

2 and  �
2 , respectively. The width of the  +

2 �
 �

2 distribution was used [23] to estimate a factor, ,
that was used to correct each measured v2 value for the
finite  2 resolution according to

v2 = v2|meas/ . (2)

This factor was evaluated for events containing jets to
account for the relevant distribution of events within each
centrality interval.

The pT dependence, and possibly also the �� depen-
dence, of the measured yields are a↵ected by the JER,
which arises from both fluctuations in the UE and the
detector response. The MC study shows that for the
R = 0.2 jets used in this analysis, the JER-induced mi-
gration between jet pT intervals is su�ciently small that
a “bin-by-bin” unfolding method, utilizing multiplicative
corrections to the jet yields, is appropriate. The bin-
by-bin correction factors are defined to be the number
of generator-level jets divided by the number of recon-
structed jets in each pT, ��, and centrality interval. The
MC studies show no significant �� variation of the JER,
JES, and the correction factors, and so these correction
factors were taken to be ��-independent. Since the mea-
surements presented here depend only on the ratios of

jet yields between di↵erent �� intervals for the same pT
range, the correction factors do not a↵ect any of the final
results; the potential for a �� dependence of the correc-
tion factors is included in the estimates of the systematic
uncertainty.

Systematic uncertainties on the corrected v2 values
arise due to uncertainties on the two correction proce-
dures described above. Uncertainties on  were estimated
by using the values obtained in previous studies[17] for
slightly di↵erent centrality intervals and interpolating to
obtain values appropriate for the centrality intervals used
here. The uncertainties were found to vary between 1%
and 4% from central to peripheral collisions. Potential
distortions in the measurement of  2 due to the produc-
tion of jets in the FCal pseudorapidity range were studied
in the MC sample and found to be negligible for the cen-
trality intervals included in this analysis.

Uncertainties on the measurements arising from ��-
dependent systematic uncertainties on the bin-by-bin
correction factors were estimated by determining the sen-
sitivity of these correction factors to each systematic
variation and then parameterizing that sensitivity with
a cos 2�� dependence. The sensitivity to the �� de-
pendence of the spectrum was evaluated by varying the
pT spectrum of the generator-level jets in each �� in-
terval within a range consistent with the measured vjet2

values. The JES and JER contributions to the uncer-
tainty were obtained by varying the relationship between
generator-level and reconstructed jet pT in the determi-
nation of the correction factors. These procedures uti-
lized the JES constraints obtained from track jets and
direct measurements of the UE contribution to the JER
[3]. Parameterizations of the measured vcalo2 and the av-
erage background ET underlying a typical jet measured
in the data were used to provide the dependence of vari-
ations on centrality. The systematic uncertainties on vjet2

are less than 0.002 except in the most central and low-
est pT intervals where the JER contribution dominates,
resulting in uncertainties between 0.005 and 0.01.

The azimuthal dependence of jet suppression can be
characterized by vjet2 , which was obtained by correcting
the vjet2 |meas values using Eq.(2). Figure 2 shows the re-
sulting vjet2 values as a function of jet pT for all central-
ity intervals. Significant, non-zero values are observed
over the range 45 < pT < 160 GeV for all centrality in-
tervals. A direct comparison between the v2 of single
high-pT charged particles and vjet2 is generally not possi-
ble; however the fact that both quantities exhibit only a
weak pT dependence leads to the expectation that they
should be of similar magnitude. In the charged parti-
cle measurements, the v2 values of charged particles with
28 < pT < 48 GeV were found to vary between 0.02 and
0.05 for the 10–50% centrality range [18], which are gen-
erally in agreement with vjet2 values reported here indicat-
ing no obvious inconsistencies between the two results.
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FIG. 1. �� dependence of measured d2Njet/dpTd�� in the
60 < pT < 80 GeV interval for six ranges of collision centrality.
The yields are normalized by the total number of jets in the
pT interval. The solid curves indicate the results of fitting
the data to the functional form of Eq. (1), with the resulting
v2 values, vjet2 |meas, listed in each panel. The error bars and
errors on vjet2 |meas indicate statistical uncertainties.

are distorted by the finite resolutions in  2 and the jet
pT. The  2 resolution was evaluated using a sub-event
technique [17, 23] in which  2 was measured separately
in the positive and negative ⌘ halves of the FCal yielding
values  +

2 and  �
2 , respectively. The width of the  +

2 �
 �

2 distribution was used [23] to estimate a factor, ,
that was used to correct each measured v2 value for the
finite  2 resolution according to

v2 = v2|meas/ . (2)

This factor was evaluated for events containing jets to
account for the relevant distribution of events within each
centrality interval.

The pT dependence, and possibly also the �� depen-
dence, of the measured yields are a↵ected by the JER,
which arises from both fluctuations in the UE and the
detector response. The MC study shows that for the
R = 0.2 jets used in this analysis, the JER-induced mi-
gration between jet pT intervals is su�ciently small that
a “bin-by-bin” unfolding method, utilizing multiplicative
corrections to the jet yields, is appropriate. The bin-
by-bin correction factors are defined to be the number
of generator-level jets divided by the number of recon-
structed jets in each pT, ��, and centrality interval. The
MC studies show no significant �� variation of the JER,
JES, and the correction factors, and so these correction
factors were taken to be ��-independent. Since the mea-
surements presented here depend only on the ratios of

jet yields between di↵erent �� intervals for the same pT
range, the correction factors do not a↵ect any of the final
results; the potential for a �� dependence of the correc-
tion factors is included in the estimates of the systematic
uncertainty.

Systematic uncertainties on the corrected v2 values
arise due to uncertainties on the two correction proce-
dures described above. Uncertainties on  were estimated
by using the values obtained in previous studies[17] for
slightly di↵erent centrality intervals and interpolating to
obtain values appropriate for the centrality intervals used
here. The uncertainties were found to vary between 1%
and 4% from central to peripheral collisions. Potential
distortions in the measurement of  2 due to the produc-
tion of jets in the FCal pseudorapidity range were studied
in the MC sample and found to be negligible for the cen-
trality intervals included in this analysis.

Uncertainties on the measurements arising from ��-
dependent systematic uncertainties on the bin-by-bin
correction factors were estimated by determining the sen-
sitivity of these correction factors to each systematic
variation and then parameterizing that sensitivity with
a cos 2�� dependence. The sensitivity to the �� de-
pendence of the spectrum was evaluated by varying the
pT spectrum of the generator-level jets in each �� in-
terval within a range consistent with the measured vjet2

values. The JES and JER contributions to the uncer-
tainty were obtained by varying the relationship between
generator-level and reconstructed jet pT in the determi-
nation of the correction factors. These procedures uti-
lized the JES constraints obtained from track jets and
direct measurements of the UE contribution to the JER
[3]. Parameterizations of the measured vcalo2 and the av-
erage background ET underlying a typical jet measured
in the data were used to provide the dependence of vari-
ations on centrality. The systematic uncertainties on vjet2

are less than 0.002 except in the most central and low-
est pT intervals where the JER contribution dominates,
resulting in uncertainties between 0.005 and 0.01.

The azimuthal dependence of jet suppression can be
characterized by vjet2 , which was obtained by correcting
the vjet2 |meas values using Eq.(2). Figure 2 shows the re-
sulting vjet2 values as a function of jet pT for all central-
ity intervals. Significant, non-zero values are observed
over the range 45 < pT < 160 GeV for all centrality in-
tervals. A direct comparison between the v2 of single
high-pT charged particles and vjet2 is generally not possi-
ble; however the fact that both quantities exhibit only a
weak pT dependence leads to the expectation that they
should be of similar magnitude. In the charged parti-
cle measurements, the v2 values of charged particles with
28 < pT < 48 GeV were found to vary between 0.02 and
0.05 for the 10–50% centrality range [18], which are gen-
erally in agreement with vjet2 values reported here indicat-
ing no obvious inconsistencies between the two results.
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(see text). The horizontal width of the systematic error band
is chosen for presentation purposes only.

The centrality dependence of vjet2 is shown in Fig. 3
as a function of hNparti for di↵erent ranges in pT. The
variation in jet yields with �� can also be characterized
by the ratio of jet yields between the most out-of-plane
(3⇡/8  ��  ⇡/2) and most in-plane (0  �� < ⇡/8)
bins,

Rmax
�� ⌘ d2Njet/dpTd��

��
out

/ d2Njet/dpTd��
��
in

. (3)

This quantity is more general than vjet2 as it does not
assume a functional form for the �� dependence of the
jet yields. The nuclear modification factor, RAA, is a
measure of the e↵ect of quenching on hard scattering
rates, and Rmax

�� can be interpreted as the ratio of ��-
dependent RAA factors, Rmax

�� = RAA|out / RAA|in [16].
The yields were corrected for  2 resolution assuming that
the �� variation is dominated by the cos 2�� modula-
tion,

d2N corr
jet

dpTd��
=

d2Nmeas
jet

dpTd��

 
1 + 2vjet2 cos 2��

1 + 2vjet2 |meas cos 2��

!
. (4)

The results, expressed in terms of the quantity f2 ⌘
1 � Rmax

�� , show as much as a 20% variation between
the out-of-plane and in-plane jet yields, but they are re-
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pPb: v2 without quenching

40

Pb+Pb centrality range is selected because the spatial elliptic eccentricity is approximately the same as in
0–5% centrality p+Pb collisions [63], despite having a much larger total particle multiplicity. The overall
trends for Pb+Pb v2 as a function of pT are qualitatively similar to those presented here for p+Pb from
MBT events and the jet events with jet pT > 100 GeV. Both sets of the p+Pb values are scaled by a single
multiplicative factor (1.5) to match the Pb+Pb rise at low pT. The MBT p+Pb results quantitatively agree
with those from the Pb+Pb system for 0.5 < pT < 8 GeV, except for a slight di�erence in the peak value
near pT ⇡ 3 GeV. For pT above about 8 GeV, the Pb+Pb results indicate a slow decline of v2 values with
increasing pT, while the p+Pb results exhibit more of a plateau. Strikingly, the overall behaviour of the v2
values are quite similar.

As described above, the physics interpretations of the Pb+Pb elliptic anisotropies are hydrodynamic flow
at low pT, di�erential jet quenching at high pT, and a transition between the two in the intermediate
region of approximately 2 < pT < 10 GeV. Since these e�ects all relate to the initial QGP geometric
inhomogeneities, a common shape with a single scaling factor for p+Pb could indicate a common physics
interpretation albeit with a di�erent initial average geometry. This scaling factor of 1.5, as empirically
determined, may be the result of slightly di�erent initial spatial deformations, or from the much larger
Pb+Pb overall multiplicity, which enables a stronger translation of spatial deformations into momentum
space. For the high pT region, this presents a conundrum in that it is di�cult for di�erential jet quenching
to cause the v2 anisotropy in p+Pb collisions when there is no evidence for jet quenching overall. These
measurements showing non-zero high pT v2 in p+Pb collisions in the absence the jet quenching observed
in Pb+Pb collisions suggest there might be additional contributions to v2 at high pT in Pb+Pb collisions.
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Figure 9: Scaled p+Pb v2 values plotted as a function of the A-particle pT overlaid with v2 from 20–30% central
Pb+Pb data at psNN = 5.02 TeV [62]. Results from MBT and jet pT > 100 GeV p+Pb events are plotted as black
squares and orange diamonds, respectively, and those from Pb+Pb are plotted as green circles. Statistical uncertainties
are shown as narrow vertical lines on each point, and systematic uncertainties are presented as coloured boxes behind
the points.

Returning to the issue of the di�erence in the intermediate pT region between the p+Pb MBT and jet event
results, the source of hadrons in this region should be considered. As detailed previously, in a highly
simplified picture one can classify hadrons as originating from hard scatterings (HS) or from the underlying
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Figure 6: Coe�cients v2 and v3 (left panel) and RpPb (right panel) plotted as a function of particle pT for p+Pb
collisions. The left panel is for central 0–5% events from the jet pT > 100 GeV event sample. Statistical uncertainties
are shown as narrow vertical lines on each point, and systematic uncertainties are presented as coloured boxes behind
the points. The left panel has two sets of curves showing theoretical predictions from a jet quenching framework with
two di�erent initial geometries in 0–4% central collisions [14]; the upper two (red/orange) are v2 for ‘size a’ (dotted)
and ‘size b’ (dash-dotted) configurations, and the lower two (blue) are v3 where the ‘size a’ (dash-dotted) and ‘size b’
(dashed) curves are nearly indistinguishable from each other. The right panel shows RpPb data from ATLAS [57] and
QpPb data from ALICE [41]. Theoretical calculations (red/orange lines) from Ref. [14] are also shown in this panel;
the dotted line gives the results of the ‘size a’ configuration and the dash-dotted line gives the results of the ‘size b’
configuration.

high-pT hadron spectrum suppression and the azimuthal anisotropy v2. The calculation tests two di�erent
initial p+Pb geometries referred to as ‘size a’ and ‘size b’, where the latter has a smaller initial QGP volume.
The predictions are slightly lower than the data for both v2 and v3, and the ‘size a’ curve is within two standard
deviations of all points. However, in the right panel of Figure 6, the same calculation predicts a substantial
suppression of high-pT hadrons, as expressed by the quantity RpPb = d2NpPb/dpTdy/(TpPb⇥d2�pp/dpTdy)
where TpPb represents the nuclear thickness of the Pb nucleus, as determined via a Monte Carlo Glauber
calculation [56]. Shown in comparison are published experimental results from ATLAS and ALICE
for RpPb in central events that are consistent with no nuclear suppression, i.e. RpPb = 1 [41, 57]. The
ALICE experiment uses the notation QpPb for the same quantity to describe a bias that may exist due to
the centrality categorisation. There are uncertainties in the experimental measurements related to the
centrality or multiplicity selection in p+Pb collisions, particularly in determining the nuclear thickness
value TpPb. However, there is no indication of the large RpPb suppression predicted by the jet quenching
calculation. Thus, the jet quenching calculation is disfavoured as it cannot simultaneously describe the
non-zero high-pT azimuthal anisotropy and the lack of yield suppression.

Figure 7 shows the MBT v2 and v3 coe�cients compared with theoretical calculations from Ref. [26].
The calculations are derived from two opposite limits of kinetic theory. The low momentum bands
represent zeroth-order hydrodynamic calculations for high-multiplicity p+Pb events that give quantitative
agreement with v2 up to pT = 2 GeV while predicting values of v3 that are too high. Above some high
pT threshold, hadrons are expected to result, not from hydrodynamics, but instead from jets where the
resulting partons have the opposite limit than in hydrodynamics, i.e. a large mean free path. To model this
region, a non-hydrodynamic ‘eremitic’ expansion calculation (see Ref. [26] for the detailed calculation),
shown as the bands at high pT, indicates slowly declining v2 and v3 coe�cients. The dashed lines are a
simple Padé-type fit connecting the two regimes [26]. The trends are qualitatively similar to those in the
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PbPb: v2 > 0 & RPbPb < 1 
pPb: v2 > 0 & RpPb ≈ 1
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with those from the Pb+Pb system for 0.5 < pT < 8 GeV, except for a slight di�erence in the peak value
near pT ⇡ 3 GeV. For pT above about 8 GeV, the Pb+Pb results indicate a slow decline of v2 values with
increasing pT, while the p+Pb results exhibit more of a plateau. Strikingly, the overall behaviour of the v2
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the dotted line gives the results of the ‘size a’ configuration and the dash-dotted line gives the results of the ‘size b’
configuration.

high-pT hadron spectrum suppression and the azimuthal anisotropy v2. The calculation tests two di�erent
initial p+Pb geometries referred to as ‘size a’ and ‘size b’, where the latter has a smaller initial QGP volume.
The predictions are slightly lower than the data for both v2 and v3, and the ‘size a’ curve is within two standard
deviations of all points. However, in the right panel of Figure 6, the same calculation predicts a substantial
suppression of high-pT hadrons, as expressed by the quantity RpPb = d2NpPb/dpTdy/(TpPb⇥d2�pp/dpTdy)
where TpPb represents the nuclear thickness of the Pb nucleus, as determined via a Monte Carlo Glauber
calculation [56]. Shown in comparison are published experimental results from ATLAS and ALICE
for RpPb in central events that are consistent with no nuclear suppression, i.e. RpPb = 1 [41, 57]. The
ALICE experiment uses the notation QpPb for the same quantity to describe a bias that may exist due to
the centrality categorisation. There are uncertainties in the experimental measurements related to the
centrality or multiplicity selection in p+Pb collisions, particularly in determining the nuclear thickness
value TpPb. However, there is no indication of the large RpPb suppression predicted by the jet quenching
calculation. Thus, the jet quenching calculation is disfavoured as it cannot simultaneously describe the
non-zero high-pT azimuthal anisotropy and the lack of yield suppression.

Figure 7 shows the MBT v2 and v3 coe�cients compared with theoretical calculations from Ref. [26].
The calculations are derived from two opposite limits of kinetic theory. The low momentum bands
represent zeroth-order hydrodynamic calculations for high-multiplicity p+Pb events that give quantitative
agreement with v2 up to pT = 2 GeV while predicting values of v3 that are too high. Above some high
pT threshold, hadrons are expected to result, not from hydrodynamics, but instead from jets where the
resulting partons have the opposite limit than in hydrodynamics, i.e. a large mean free path. To model this
region, a non-hydrodynamic ‘eremitic’ expansion calculation (see Ref. [26] for the detailed calculation),
shown as the bands at high pT, indicates slowly declining v2 and v3 coe�cients. The dashed lines are a
simple Padé-type fit connecting the two regimes [26]. The trends are qualitatively similar to those in the

14

1910.13978



pPb: v2 without quenching

40

PbPb: v2 > 0 & RPbPb < 1 
pPb: v2 > 0 & RpPb ≈ 1

Pb+Pb centrality range is selected because the spatial elliptic eccentricity is approximately the same as in
0–5% centrality p+Pb collisions [63], despite having a much larger total particle multiplicity. The overall
trends for Pb+Pb v2 as a function of pT are qualitatively similar to those presented here for p+Pb from
MBT events and the jet events with jet pT > 100 GeV. Both sets of the p+Pb values are scaled by a single
multiplicative factor (1.5) to match the Pb+Pb rise at low pT. The MBT p+Pb results quantitatively agree
with those from the Pb+Pb system for 0.5 < pT < 8 GeV, except for a slight di�erence in the peak value
near pT ⇡ 3 GeV. For pT above about 8 GeV, the Pb+Pb results indicate a slow decline of v2 values with
increasing pT, while the p+Pb results exhibit more of a plateau. Strikingly, the overall behaviour of the v2
values are quite similar.

As described above, the physics interpretations of the Pb+Pb elliptic anisotropies are hydrodynamic flow
at low pT, di�erential jet quenching at high pT, and a transition between the two in the intermediate
region of approximately 2 < pT < 10 GeV. Since these e�ects all relate to the initial QGP geometric
inhomogeneities, a common shape with a single scaling factor for p+Pb could indicate a common physics
interpretation albeit with a di�erent initial average geometry. This scaling factor of 1.5, as empirically
determined, may be the result of slightly di�erent initial spatial deformations, or from the much larger
Pb+Pb overall multiplicity, which enables a stronger translation of spatial deformations into momentum
space. For the high pT region, this presents a conundrum in that it is di�cult for di�erential jet quenching
to cause the v2 anisotropy in p+Pb collisions when there is no evidence for jet quenching overall. These
measurements showing non-zero high pT v2 in p+Pb collisions in the absence the jet quenching observed
in Pb+Pb collisions suggest there might be additional contributions to v2 at high pT in Pb+Pb collisions.

1−10×5 1 2 3 4 5 6 10 20 30 210
 [GeV] A

T
p

0

0.05

0.1

0.15

0.2

0.252v

20-30% central

-1, 165 nb = 8.16 TeVNNs+Pb p

0-5% central

ATLAS

 = 5.02 TeVNNsPbPb 

+Pb MBTp ×1.5 
>100 GeVjet

T
p+Pb p ×1.5 

Figure 9: Scaled p+Pb v2 values plotted as a function of the A-particle pT overlaid with v2 from 20–30% central
Pb+Pb data at psNN = 5.02 TeV [62]. Results from MBT and jet pT > 100 GeV p+Pb events are plotted as black
squares and orange diamonds, respectively, and those from Pb+Pb are plotted as green circles. Statistical uncertainties
are shown as narrow vertical lines on each point, and systematic uncertainties are presented as coloured boxes behind
the points.

Returning to the issue of the di�erence in the intermediate pT region between the p+Pb MBT and jet event
results, the source of hadrons in this region should be considered. As detailed previously, in a highly
simplified picture one can classify hadrons as originating from hard scatterings (HS) or from the underlying

17

6 7 8 910 20 30 40 50 60
 [GeV] A

T
p

0.02−

0.01−

0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08nv Zhang, Liao

 size a2v
 size b2v
 size a3v
 size b3v

2v

3v

ATLAS
-1, 165 nb = 8.16 TeVNNs+Pb p

0-5% central

6 7 8 910 20 30 40 50 60
 [GeV]

T
p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

PbpR

 = 5.02 TeVNNs+Pb p  = 5.02 TeVNNsp+Pb 
 0-1% centralpPb RATLAS

Pb-side
coll 0-5% central ZN + NpPb QALICE

Zhang, Liao: size a
Zhang, Liao: size b

Figure 6: Coe�cients v2 and v3 (left panel) and RpPb (right panel) plotted as a function of particle pT for p+Pb
collisions. The left panel is for central 0–5% events from the jet pT > 100 GeV event sample. Statistical uncertainties
are shown as narrow vertical lines on each point, and systematic uncertainties are presented as coloured boxes behind
the points. The left panel has two sets of curves showing theoretical predictions from a jet quenching framework with
two di�erent initial geometries in 0–4% central collisions [14]; the upper two (red/orange) are v2 for ‘size a’ (dotted)
and ‘size b’ (dash-dotted) configurations, and the lower two (blue) are v3 where the ‘size a’ (dash-dotted) and ‘size b’
(dashed) curves are nearly indistinguishable from each other. The right panel shows RpPb data from ATLAS [57] and
QpPb data from ALICE [41]. Theoretical calculations (red/orange lines) from Ref. [14] are also shown in this panel;
the dotted line gives the results of the ‘size a’ configuration and the dash-dotted line gives the results of the ‘size b’
configuration.

high-pT hadron spectrum suppression and the azimuthal anisotropy v2. The calculation tests two di�erent
initial p+Pb geometries referred to as ‘size a’ and ‘size b’, where the latter has a smaller initial QGP volume.
The predictions are slightly lower than the data for both v2 and v3, and the ‘size a’ curve is within two standard
deviations of all points. However, in the right panel of Figure 6, the same calculation predicts a substantial
suppression of high-pT hadrons, as expressed by the quantity RpPb = d2NpPb/dpTdy/(TpPb⇥d2�pp/dpTdy)
where TpPb represents the nuclear thickness of the Pb nucleus, as determined via a Monte Carlo Glauber
calculation [56]. Shown in comparison are published experimental results from ATLAS and ALICE
for RpPb in central events that are consistent with no nuclear suppression, i.e. RpPb = 1 [41, 57]. The
ALICE experiment uses the notation QpPb for the same quantity to describe a bias that may exist due to
the centrality categorisation. There are uncertainties in the experimental measurements related to the
centrality or multiplicity selection in p+Pb collisions, particularly in determining the nuclear thickness
value TpPb. However, there is no indication of the large RpPb suppression predicted by the jet quenching
calculation. Thus, the jet quenching calculation is disfavoured as it cannot simultaneously describe the
non-zero high-pT azimuthal anisotropy and the lack of yield suppression.

Figure 7 shows the MBT v2 and v3 coe�cients compared with theoretical calculations from Ref. [26].
The calculations are derived from two opposite limits of kinetic theory. The low momentum bands
represent zeroth-order hydrodynamic calculations for high-multiplicity p+Pb events that give quantitative
agreement with v2 up to pT = 2 GeV while predicting values of v3 that are too high. Above some high
pT threshold, hadrons are expected to result, not from hydrodynamics, but instead from jets where the
resulting partons have the opposite limit than in hydrodynamics, i.e. a large mean free path. To model this
region, a non-hydrodynamic ‘eremitic’ expansion calculation (see Ref. [26] for the detailed calculation),
shown as the bands at high pT, indicates slowly declining v2 and v3 coe�cients. The dashed lines are a
simple Padé-type fit connecting the two regimes [26]. The trends are qualitatively similar to those in the
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pPb: v2 without quenching
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PbPb: v2 > 0 & RPbPb < 1 
pPb: v2 > 0 & RpPb ≈ 1

Pb+Pb centrality range is selected because the spatial elliptic eccentricity is approximately the same as in
0–5% centrality p+Pb collisions [63], despite having a much larger total particle multiplicity. The overall
trends for Pb+Pb v2 as a function of pT are qualitatively similar to those presented here for p+Pb from
MBT events and the jet events with jet pT > 100 GeV. Both sets of the p+Pb values are scaled by a single
multiplicative factor (1.5) to match the Pb+Pb rise at low pT. The MBT p+Pb results quantitatively agree
with those from the Pb+Pb system for 0.5 < pT < 8 GeV, except for a slight di�erence in the peak value
near pT ⇡ 3 GeV. For pT above about 8 GeV, the Pb+Pb results indicate a slow decline of v2 values with
increasing pT, while the p+Pb results exhibit more of a plateau. Strikingly, the overall behaviour of the v2
values are quite similar.

As described above, the physics interpretations of the Pb+Pb elliptic anisotropies are hydrodynamic flow
at low pT, di�erential jet quenching at high pT, and a transition between the two in the intermediate
region of approximately 2 < pT < 10 GeV. Since these e�ects all relate to the initial QGP geometric
inhomogeneities, a common shape with a single scaling factor for p+Pb could indicate a common physics
interpretation albeit with a di�erent initial average geometry. This scaling factor of 1.5, as empirically
determined, may be the result of slightly di�erent initial spatial deformations, or from the much larger
Pb+Pb overall multiplicity, which enables a stronger translation of spatial deformations into momentum
space. For the high pT region, this presents a conundrum in that it is di�cult for di�erential jet quenching
to cause the v2 anisotropy in p+Pb collisions when there is no evidence for jet quenching overall. These
measurements showing non-zero high pT v2 in p+Pb collisions in the absence the jet quenching observed
in Pb+Pb collisions suggest there might be additional contributions to v2 at high pT in Pb+Pb collisions.
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Pb+Pb data at psNN = 5.02 TeV [62]. Results from MBT and jet pT > 100 GeV p+Pb events are plotted as black
squares and orange diamonds, respectively, and those from Pb+Pb are plotted as green circles. Statistical uncertainties
are shown as narrow vertical lines on each point, and systematic uncertainties are presented as coloured boxes behind
the points.

Returning to the issue of the di�erence in the intermediate pT region between the p+Pb MBT and jet event
results, the source of hadrons in this region should be considered. As detailed previously, in a highly
simplified picture one can classify hadrons as originating from hard scatterings (HS) or from the underlying
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and ‘size b’ (dash-dotted) configurations, and the lower two (blue) are v3 where the ‘size a’ (dash-dotted) and ‘size b’
(dashed) curves are nearly indistinguishable from each other. The right panel shows RpPb data from ATLAS [57] and
QpPb data from ALICE [41]. Theoretical calculations (red/orange lines) from Ref. [14] are also shown in this panel;
the dotted line gives the results of the ‘size a’ configuration and the dash-dotted line gives the results of the ‘size b’
configuration.
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initial p+Pb geometries referred to as ‘size a’ and ‘size b’, where the latter has a smaller initial QGP volume.
The predictions are slightly lower than the data for both v2 and v3, and the ‘size a’ curve is within two standard
deviations of all points. However, in the right panel of Figure 6, the same calculation predicts a substantial
suppression of high-pT hadrons, as expressed by the quantity RpPb = d2NpPb/dpTdy/(TpPb⇥d2�pp/dpTdy)
where TpPb represents the nuclear thickness of the Pb nucleus, as determined via a Monte Carlo Glauber
calculation [56]. Shown in comparison are published experimental results from ATLAS and ALICE
for RpPb in central events that are consistent with no nuclear suppression, i.e. RpPb = 1 [41, 57]. The
ALICE experiment uses the notation QpPb for the same quantity to describe a bias that may exist due to
the centrality categorisation. There are uncertainties in the experimental measurements related to the
centrality or multiplicity selection in p+Pb collisions, particularly in determining the nuclear thickness
value TpPb. However, there is no indication of the large RpPb suppression predicted by the jet quenching
calculation. Thus, the jet quenching calculation is disfavoured as it cannot simultaneously describe the
non-zero high-pT azimuthal anisotropy and the lack of yield suppression.

Figure 7 shows the MBT v2 and v3 coe�cients compared with theoretical calculations from Ref. [26].
The calculations are derived from two opposite limits of kinetic theory. The low momentum bands
represent zeroth-order hydrodynamic calculations for high-multiplicity p+Pb events that give quantitative
agreement with v2 up to pT = 2 GeV while predicting values of v3 that are too high. Above some high
pT threshold, hadrons are expected to result, not from hydrodynamics, but instead from jets where the
resulting partons have the opposite limit than in hydrodynamics, i.e. a large mean free path. To model this
region, a non-hydrodynamic ‘eremitic’ expansion calculation (see Ref. [26] for the detailed calculation),
shown as the bands at high pT, indicates slowly declining v2 and v3 coe�cients. The dashed lines are a
simple Padé-type fit connecting the two regimes [26]. The trends are qualitatively similar to those in the
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summary
• from PbPb → pp collisions: observation of vn describable with hydrodynamics 

• constraining the properties of the quark-gluon plasma 

• XeXe and OO collisions provide a way to understand the interplay between geometry and 
fluctuations 

• provocative new measurement of v2 in γ-Pb collisions! 

• differences between v2 for charm and bottom quarks observed 

• no significant v2(b→μ) in pp collisions 

• opportunity to understand the dynamics of the QGP! 

• similarity of v2 at high pT in PbPb and pPb collisions despite very different system size and jet 
quenching 

• not understood 

• OO collisions would provide a key guide for jet quenching in small systems
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Figure 2: Left: Distribution of event charged-particle multiplicity, N rec
ch , for the photo-nuclear event selection (black)

and an alternative selection intended to select hadronic Pb+Pb events (red, see text). Right: Distributions of the
transverse energy sum, ⌃ET, in the FCal detectors in photo-nuclear events. The two FCal sides downstream of the
photon (black) and interacting nucleus (red) are shown separately.
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Figure 3: Charged-particle pseudorapidity distribution, dNch/d⌘, in selected N rec
ch ranges. The distributions are

normalized to the same integral and are shown in arbitrary units. Here, positive and negative ⌘ denote the photon-going
and nucleus-going directions, respectively.

Figure 3 shows the charged-particle pseudorapidity distribution, dNch/d⌘, corrected for tracking e�ciency,
for several example N rec

ch selections in photo-nuclear events. The dNch/d⌘ values have an arbitrary overall
normalization, and are shown to compare only the relative pseudorapidity distributions. In all cases, the
pseudorapidity distribution is strongly asymmetric in a way that is similar across a large multiplicity range
(N rec

ch > 10). Thus the range N rec
ch < 10 is not included in the analysis, and the measurements in this note

are reported for events with N rec
ch = 10 to 60, using charged-particles in the pT range 0.4 to 5 GeV.
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Figure 5: An example of the template fitting procedure for a selected pT range. The left plot displays the LM data
with open markers and the simultaneous fit in the green dotted line. The lower panel displays the pull distribution
along with a post-fit �2/ndof for the simultaneous fit. In the top panel of the right plot, the red line shows the total fit
to the HM data in black markers. The green line shows the scaled LM plus pedestal, while the blue and magenta lines
indicate the two flow contributions to the fit (see legend), shifted upwards by FYLM(0) for visibility. The middle
panels show the pull distribution of the template fits shown in the top panel. The bottom panel show the same set
of data and fit components, where the scaled LM distribution has been subtracted from each to better isolate the
remaining ridge modulation.

Additional examples of the template fit are shown in Figure 6 for two di�erent pT intervals. The full set of
v2,2 values are shown in Figure 7, with the direct Fourier fit results shown as open points and the non-flow
subtracted template fit results shown as closed points. Although the v3,3 component is included in the
template fit, as shown in Figure 6, the systematic uncertainties on the resulting v3 coe�cients are currently
too large to extract meaningful physics conclusions. The same is true for the v2 result in the exclusive pT
range 2.0–5.0 GeV. Thus, only the v2 values integrated over pT as a function of N rec

ch and in exclusive pT
bins up to 2.0 GeV are shown as a physics result.

The single-particle flow coe�cients vn are related to the two-particle correlation coe�cients via
vn,n(pa

T, p
b
T) = vn(pa

T)vn(pbT), or vn,n(pa
T, p

b
T) = vn(pT)2 if a and b are selected from the identical particle

pT range.

The measured vn values are potentially biased by the presence of background events, primarily from
peripheral Pb+Pb events, in the selected event sample. The purity of photo-nuclear events is estimated
through a sideband method as follows. Events with 0.5 < ⌃��⌘gap < 1.5 are assumed to be strongly
background dominated, and thus this range is used to normalize the background contribution. The vn,n
coe�cients, vAA

n,n , are measured in these events. The relative contribution of background events in the signal
sample, and thus the purity of photo-nuclear events f�A, is fixed by estimating the ⌃��⌘gap dependence
of the background through a number of methods. The vn,n values for photo-nuclear events (and thus the
vn values), v�A

n,n, could then be evaluated by statistically correcting the observed vn,n values, vobs
n,n, for this

background via vobs
n,n = f�Av

�A
n,n +

�
1 � f�A

�
vAA
n,n .
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Figure 7: The pT dependence of the vn obtained with the 2PC and SP methods. Each panel represents a di↵erent
centrality interval. The solid markers show the results obtained using the 2PC method and the open markers show
the results obtained from the SP method. The vertical error bars and shaded bands indicate statistical and systematic
uncertainties, respectively, and are often too small to be visible. The 2PC results are shown for harmonics 2–5, and
the SP results are shown for harmonics 2–6.
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Figure 8: The pb
T dependence of the vn obtained with the 2PC and template-fit measurements. Each panel represents a

di↵erent centrality interval. The solid markers show the results obtained using the 2PC analysis. The small and large
open markers show the results obtained from the template fit with and without ZYAM, respectively. The vertical
error bars and shaded bands indicate statistical and systematic uncertainties, respectively, and are often too small to
be visible.
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Figure 12: The v2{4} values calculated for charged particles with 0.3 < pT < 3 GeV using the three-subevent
method in 5.02 TeV pp (left panel), 13 TeV pp (middle panel) and 5.02 TeV p+Pb collisions (right panel). They
are compared to v2 obtained from the 2PC analyses [10, 15] where the non-flow e↵ects are removed by a template
fit procedure (solid circles) or with a fit after subtraction with a ZYAM assumption (peripheral subtraction, open
circles). The error bars and shaded boxes represent the statistical and systematic uncertainties, respectively.
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Figure 13: The v2{4} values calculated for charged particles with 0.5 < pT < 5 GeV using the three-subevent
method in 5.02 TeV pp (left panel), 13 TeV pp (middle panel) and 5.02 TeV p+Pb collisions (right panel). They
are compared to v2 obtained from the 2PC analyses [10, 15] where the non-flow e↵ects are removed by a template
fit procedure (solid circles) or with a fit after subtraction with a ZYAM assumption (peripheral subtraction, open
circles). The error bars and shaded boxes represent the statistical and systematic uncertainties, respectively.

Figure 14 shows the extracted values of Ns as a function of �Nch� in 13 TeV pp and 5.02 p+Pb collisions,
estimated using charged particles with 0.3 < pT < 3 GeV and 0.5 < pT < 5 GeV. It is observed that the Ns
value increases with �Nch� in p+Pb collisions, reaching Ns ∼ 20 in the highest multiplicity class, and it is
consistent between the two pT ranges.

In the model framework in Refs. [38,39], the values of �c2{4}� and v2{4} are expected to decrease for large
Ns, which is compatible with the presented results. The slight decreases of �c2{4}� shown in Figures 7 and
8 for p+Pb collisions are compatible with the model predictions. The results for 13 TeV pp collisions
cover a limited �Nch� range compared to p+Pb, but agree with p+Pb collisions in this range.
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