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ATLAS work

● We have two lines of work
● Make more GPU accessible to users on the grid

● Parallelized code is becoming more spread
● Users write in CPUs because they don't have accessible GPUs
● First PoC, talk at the S&C week in December, 

● Using GPUs at HPC sites
● HPC sites in the future will have large fractions on their

computing power on GPUs
● Access not meant to be for single small users more for power

users

https://indico.cern.ch/event/646947/contributions/3234407/attachments/1770701/2877154/SCWeekPlenary.pdf


GPUs on the grid

● Deployment of GPUs on the grid depends
● Exposing GPU 
● Singularity installed 
● Pilot2
● Panda Queue pointing to GPU resources being enabled for

containers
● Some panda queues may require an extra parameter

● Simplest way 
● Treat the GPUs like CPUs
● 1 GPU per job

● Each GPUs has a set of node resources
● Users have no choice at submission time



Grid GPU resources

● Different GPU models but all nvidia

● Different CE/batch systems: 

● HTC-CE, ARC, CREAM-CE/HTC, slurm
● MWT2 and INFN-T1 on harvester/pilot2

● Manchester, QMUL still on APF-dev/pilot2

● QMUL needs an extra param in the JDL
● How can we move QMUL to harvester?



Sites setups

● Manchester ARC-CE/HTCondor
● Added a HasGPUs custom ClassAd to connect the queue with

the GPU nodes
● MWT2 HTCondor-CE/HTCondor

● Also added a HasGPUs classad (no comunication there)
● QMUL CREAM-CE/slurm

● See Dan's talk
● Need an extra parameter GPUnumber in the JDL

https://www.gridpp.ac.uk/wiki/Enable_Queues_on_ARC_HTCondor
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/GpuDeployment#MWT2


Brokering

● Simple brokering changes
● Remove all the tags from the queue to avoid standard jobs

being brokered there
● Add a generic nvidia-gpu architecture that can be selected by

the user
● Add a gpu flag to catchall to require that the job explicitly sets

an architecture

MWT2 still had tags, GPU jobs weren't brokered
because the queue was full of other jobs



Brokering (2)

● Brokering rules above doesn't satisfy more complicated
requirements

● pcontainer --resource nvidia-gpu=3 --resource cpu=1.5
--resource mem=300

● We might not need this level of complexity at grid sites
● For some sites we still need to add extra parameters to the

JDL whether the user requests it or not
● Is AGIS the right place? What if we actually implement the

command above?
● Started a document for GPU brokering a while ago

● Solutions need to be integrated with more general brokering
rules particularly if using architecture

https://docs.google.com/document/d/1DKj6GGgbG6R3FyYSU-47TSY-feBM4l1aivGWwSXO0Rk/edit#


Test images

● Sites setup running basic
test images that test

● GPU exist 
● CUDA libraries installed
● Singularity configured

● nv
● underlay

● Data and functions are
loaded on the GPU

● Used at all sites
● Also BNL and Titan gave

it a go
● HC tests in the future 

● Will add also first HP scan to the list
if possible 



Command line

● Complications mostly due to handling of input data when splitting jobs



Things to implement

● Runcontainer still doesn't do directIO
● Less important for GPUs

● Input are not root files (yet)
● In parallel we need to integrate the user proxy

● ADCINFR-114
● Need some answers from Fernando and Tadashi 

● Active thread
● pcontainer needs more options

● Command line above fails

https://its.cern.ch/jira/browse/ADCINFR-114


Use cases
● So far we have run a couple of HP scans

● B-tagging HP scan we run in December is becoming a sort of
testing suite for brokering

● Second HP scan took too long to run and half of the jobs failed
● Highlighted queue length and efficiency of the jobs
● Also input file replication

● Other possible payloads
● ML workload on Jet/EtMiss ML paper
● GAN workload (also to run on GPU)
● Attila's reconstruction+GPU tests
● others....

● System not stable enough to ask users but we do need some
dedicated people willing to help



SKA and Dirac

● SKA makes heavy use of ML too
● And uses singularity containers to run payloads

● We tried to run some of their workloads on the GPUs but
Dirac needs development work on scheduling different type
of pilots.

● Sending all jobs to all queues was solved with tags
● GPU queues get enough pilots and then Dirac doesn't run other

workloads because it thinks there are enough pilots but not the
right jobs for those queues

● Icecube has used the GPUs for years with glide-in method
● Similar to panda I think with specific associated queues



GPU efficiency

● Currently GPU models we run are not really efficient
● Depending on GPU model 5%-25% occupancy

● Two reasons
● Users don't have access to GPUs cannot improve their code
● Models are too small, need bigger models with more

parameters
● Still this is a known problem from Vakho's talk about the

experience on the trigger

● How can we solve this? Is there anyone looking at this
problem?

https://indico.cern.ch/event/770307/contributions/3302025/attachments/1806174/2947779/HeterogeneousResources.pdf


Containers &
software optimization

● All this was done using containers

● Containers solve the main problem of software distribution
● Users that couldn't run before because the infrastructure didn't

support the softare can do so now
● There is a fair question about optimizing software according

to the architecture
● But how much do we want to push it? If this requires deep

knowledge of the site architecture the site should provide a
base image that the users can build on

● Do we have the exprts at each HPC site to do it? 



Benchmarking  

● WLCG/HSF will start a specific effort on benchmarking,
costs and optimization

● WLCG benchmarking WGs will also look into it 
● Asked already for the tests workloads

● ATLAS tests quick but not large enough IMO
● ATLAS ML group is starting to look at monitoring by

dumping info directly from the jobs in a JSON

● …. 



Is it worth it?

● Neutrino experiments use GPUs all the time
● That's why some sites already have them
● Icecube big user with glide-ins

● ATLAS initial effort being progressively increased
● Now also have a GPU dedicated software team as well as a

growing ML effort
● SKA not organised yet, but do have workloads to try as well

● May help pinpointing work to do with dirac for special queues
● If you have GPUs worth putting them online

● in a simple setup, i.e. without complicated brokering
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