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•  15	megawaC	$90M	single	purpose	data	center	
•  Near	zero	Carbon	footprint	
•  Space	power	and	cooling	for	780	racks	
•  More	than	300,000	x86	cores,	millions	of	gpu	cores	
•  100Gb/s	mul*-fiber	ring	to	internet2	and	Esnet	
•  Three	new	top500	in	the	past	few	months	
•  Exascale	storage	plans	via	NESE	project	
•  Located	in	Holyoke,	MA	
•  Thousands	of	researchers,	>100,000	student	popula*on	

Boston	University	
Harvard	University	
MIT	
Northeastern	University	
University	of	MassachuseCs	

MGHPCC	
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Boston	University	launches	University-wide	Compu*ng	
and	Data	Science	ini*a*ve,	new	building.	top500	

Exabyte	scale	shared	storage	
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<-	Major	buy	of	DELL	r740xd2	with	14TB	drives,	25G	nics	
	
6PB	raw	for	NET2	
3PB	raw	for	Northeastern	University	
7PB	more	expected	soon	
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BU	Networking	 Harvard	Networking	

Northern	Crossroads	at	MGHPCC	

NESE	gateway	25G	
NESE	gateway	25G	
NESE	gateway	25G	

NESE	gateway	25G	
NESE	gateway	25G	

4	more	on	order	

ARISTA	100G	
ARISTA	100G	

DELL	S5048-ON	
DELL	S5048-ON	
OSD	
OSD	
			.	
			.	
			.	
OSD	

100G			

26	x	10G		

DELL	S5048-ON	

2	x	100G		
dedicate	
for	NET2	

5PB	GPFS	

gridbp.nese.mghpcc.org	->	DNS	round	robin	

Demo	satura*ng	2	gateways	

100G			

8.2	PB	raw	->	6.0	PB	useable	for	NET2	with	8+3	EC		7	



1.  Re*re	old	Harvard	worker	nodes	
2.  Re*re	LSM	sobware,	switching	to	rucio-mover		
3.  100G	dedicated	networking	NET2-NESE	
4.  Docker	containers	with	Gridbp	&	Wei’s	adler32	callout	
5.  DNS	round	robin	from	gridbp.nese.mghpcc.org	to	gridbp01,02,…	

The	plan	is	to	use	both						NET2_DATADISK					(read/write)	
																																															NESE_DATADISK					(read	only)	
	
…for	our	PanDA	queues	
	
We	might	give	Globus	endpoint	space	to	our	BU/Harvard/UMass	Tier	3	peeps	
at	some	point.		 8	


