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SSL: Path to Production

Provisioning of software . %‘. -0
environments and aloMA | e | seciopmen s [GHeRHER

Platforms Training Systems EOT
development tools.

Distributed platforms
materialized with tools like
containerized edge services.

Integration point with the pesch
OSG and LHC experiment
services (dafa, analysis).



SSL People
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e (Sresearch on accelerated
services

e Leverages effort from R&ED
areas, external projects &
research computing staff

e Organizes confributed resources
for scalability testing
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Analysis Systems & SSL Blueprint

® June21-22,2019 @ NYU
e Engagement with AS feam, SSL team [
and representatives from NCSA, : ‘
SDSC, NYU Research Computing,
Google and RedHat (26 parficipants)
e Key outcomes (doc):
Kubernetes as "common (_ien(?mina_t_or"
Federated *substrate” project identified

o Industry partnerships explored



https://docs.google.com/document/d/1dnomonYCgzg_fQ1oaisw1fsmwFope49X-UR9HqhNsME/edit?usp=sharing

SSL Successes thus far



ServiceX on SSL

DOMA iDDS development on Google Cloud
reproduced on IRIS-HEP SSL with Docker
containers and Kubernetes

Data Store/Lake

o ([ ] @ Kubernetes Engine - ServiceX X =+

< C ¢ @ httpsy/console.cloud.google.com/kubernetes/workloa.. @ % ® O & ©® @

o Intelligent Data
o Delivery Service (iDDS)
Google Cloud Platform

Tape-backed

Rucio/ Storage

FTS

Data Cache

@ Workloads C REFRESH [ pEPLOY

Workloads are deployable units of computing that can be created and managed in

acluster u
=
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Compute Node

a = Issystemobject : False € Filter workloads X Columns ~
Name ~ Status Type Pods Namespace Cluster
atlas-base @ ok Deployment  1/1 servicex servicex
H did-finder @ ok Deployment ~ 1/1 servicex servicex
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transform-cli @ Running Pod n servicex servicex
W transformer © Does not have minimum availability ~ Deployment ~ 1/1 servicex servicex



Service Metrics & Dashboards
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REANA on SSL

e UChicago CS Student (Neha
Lingareddy) was able to deploy the
REANA framework on SSL over
the summer

e Started with no knowledge of
Kubernetes, REANA, etc - was
able to produce ATLAS "Recast
demo” plots in a couple of days

reana

Neha Lingareddy is
a rising Third Year in

the College at
UChicago majoring
in computer
science.
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Backfill from OSG (@5

e Deployed OSG-like worker containers via
SLATE

o Most of the usual trimmings: CVMFS, glidein startup

scripfs (no singularity yet) ¥ Last 30 days
o Flocking frgm OSG Connect .&\\ —> SSSSSSSSSSSS
e Large contributor to OSG! Er
o 2.83M core-hours over i
I a St 30 d ayS :ASUResearchCIO;'nputing



Cyberinfrastructure for training on "SSL"

e JupyterLab machine learning platform for 55 CoDaS-HEP students @ Princeton
e Use Kubernetes from Pacific Research Platform - short term GPU access

Home About Services~ Login

@Scalable Systems Laboratory
" R a = y
~ IS ﬂ <28

o

CODAS PLATF

Supporting Computational and Data Science
for High Energy Physics

Purpose Links

A computational platform optimized for machine learning
applications, supporting the second school on tools,
technigues and methods for Computational and Data
Science for High Energy Physics (CoDaS-HEP), 22-26
July, 2019, at Princeton University.

CODAS-HEP.org

2019 School Program

HEP Software Foundation


https://codas-hep.org/

First piece of the substrate ©'s,

() Repurpo sed R&ED cluster __ Federated_ID access (instit_utional, CERN a_c_count),
edge services hosting, Unix account provisiong,
O  Vintage but nice (3k cores) OSG-LHC sofware environment

- TS

: W R s
O 2x40g to campus 100g SciDMZ = =

O  Kubernetes for flexibility for services
and compute; SLATE enabled

e Deployed REANA application

e Deployed DOMA ServiceX
components

e Deploy HTCondor workers and
backfill with OSG Connect
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Moving forward

=> Adding more resources to SSL

€ clearing house to k8s resources & building the community
€ some federation-like activity where it makes sense

=> Providing additional services to the SSL
€ Foruseraccess and storage volumes for services
=> Supporting DOMA milestones
€ Data Lake+ServiceX+Skyhook, iDDS
=> Supporting AS milestones

€ Deployment & benchmarking of existing systems, focus on -r
RECAST/REANA “‘"‘b’gg‘”



