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Introduction

ѴMaking the CERN notebook service a professional Big Data web analysis 

platform

§ EP-SFT

§ June 2017 – June 2018

ѴSupervisors:

§ Enric Tejedor Saavedra

§ Danilo Piparo
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SWAN
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Service for Web based ANalysis

ѴSub project of the ROOT team

ѴAnalysis only with a web browser
§ Available everywhere and at anytime
§ Integrated with other analysis ecosystems : ROOT, R, Python, ...
§ No local installation and configuration needed

ѴLeveraging the power of Jupyter notebooks
§ Create easily sharable scientific results: plots, data, code

ѴIntegration with CERN resources
§ Access software, user/experiments data, mass processing power
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Integrator of services

Software Storage

Infrastructure
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Jupyter - The Notebook as Interface

7



Text

Code

Graphics
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My contribution to SWAN
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My contribution to SWAN

ѴNew User Interface
§ Making it more usable and simple
§ Many new functionalities

ѴNew Sharing functionality
§ Improving collaborative analysis

ѴAccess to Spark clusters
§ Simplifying and automating the connection to external 

computing resources

10

CERN Resources 

JupyterHub

...

New user interface
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New User Interface
My contribution to SWAN
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New User Interface
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New User Interface
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Collaborative Analysis
My contribution to SWAN
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Sharing made easy

ѴSharing from inside 
SWAN interface
§ Integration with CERNBox

ѴUsers can share 
“Projects”
§ Special kind of folder that 

contains notebooks and 
other files, like input data

§ Self contained
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The Share tab

ѴUsers can list which 
projects...
§ they have shared
§ others have shared with 

them
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Inspecting a Project

ѴUsers can inspect shared 
project contents 
§ Browsing of the files
§ Static rendering of 

notebooks

ѴUsers can clone a 
shared Project
§ Jupyter doesn’t allow 

concurrent editing
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Access to Computing Resources
My contribution to SWAN
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Spark Cluster

Integration with Spark

ѴConnection to CERN 
Spark Clusters 

ѴSame environment 
across platforms
§ User data - EOS
§ Software - CVMFS

ѴGraphical Jupyter 
extensions developed
§ Spark Connector
§ Spark Monitor

Spark Master

Spark Worker

Python task Python task Python task

User Notebook
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Spark Connector
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Impact on the service
My contribution to SWAN

21



Stats

Ѵ~200 user sessions a day on average
§ Users doubled this year with new SWAN interface

ѴSpark cluster connection: 15 – 20 % of users
§ SWAN as entry point for accessing computational resources
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Other activities

23



Other activities

ѴService administration and support

ѴTraining
§ Tools for IT Service Managers: Getting started
§ Web Usability
§ Advanced Security 
§ Python: Advanced Hands-On
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Other activities

ѴGSoC mentoring
§ Spark Monitor
§ PyRDataFrame
§ Batch jobs integration

ѴPresentations
§ Several internal presentations
§ CS3 2018 in Krakow
§ Jupytercon 2018 in New York
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The move to IT-ST-FDO
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Science Box

ѴUP2University European Project

§ Bridge the gap between secondary schools, higher education and the 

research domain

§ Partner universities (OU, UROMA, NTUA, …), pilot schools

§ http://up2university.eu

ѴSWAN used by students to learn physics and other sciences

§ Let them use the very same tools & services used by scientists at CERN

§ Integrating Jupyter in teaching environment

§ Complete SWAN package, with CERNBox, EOS and CVMFS 
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