
Results of a CEvNS Search with the 
CENNS-10 Liquid Argon Detector

Jacob Zettlemoyer, for the COHERENT Collaboration
Indiana University, Bloomington
2019 Magnificent CEvNS Workshop
Chapel Hill, NC
November 9, 2019

30.08.19 Rudik	Dmitry,	LIDINE	2019,	CENNS-10 2

~	80	members
~	20	institutions
4	countries

Thank you! Questions?



The COHERENT Experiment
• Suite of detectors to measure Coherent Elastic 

Neutrino-Nucleus Scattering (CEvNS) at ORNL

• First predicted in 1974, first measured in 
2017 on CsI target by COHERENT

• Largest low-energy neutrino (<50 
MeV) cross section

• Low energy nuclear recoil, need low-
background and low-threshold 
detectors

• N2 dependence of cross section 

• Measure on CsI, Ar, NaI, Ge

• Physics accessible includes supernova 
neutrinos, nuclear physics, sterile neutrinos, 
reactor monitoring, nu magnetic moment

1

Coherent	Elastic	Neutrino	Nucleus	Scattering	
(CEvNS)

• Predicted	by	Standard	Model

• Cross	section: N2

where	G – Fermi	constant,	Z	– number	of	protons,	N	– number	of	neutrons, F(Q2)	– nuclear	form	factor,	

Q	– momentum	transfer,	k	– neutrino	energy
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FIG. 2. Nuclear recoil kinetic energy distribution from
CEvNS for the SNS neutrino spectrum for currently-deployed
and planned COHERENT detectors at their respective detec-
tor locations in Neutrino Alley.

within an external copper layer sitting on a layer of lead.
The water layer reduces the beam-related neutron back-
grounds, the lead is designed to reduce the flux from
environmental � backgrounds, and the copper is added
to shield from x-rays produced from 210Pb � decays in
the lead.

This engineering run coincided with three months of
SNS neutron production corresponding to a total inte-
grated beam power of 1.8GWhr (4.2⇥ 1022 POT) at an
average energy of 973MeV. A CEvNS search was per-
formed with 1.5GWhr of beam following the comple-
tion of the full-shielding (water and copper) installation.
Data were read from the digitizer in 33µs windows cen-
tered around the 60Hz beam spills. In addition to these
“beam” triggers, identical windows (“strobe” triggers)
were read asynchronously with the beam spills to pre-
cisely characterize beam-unrelated events.

LAr is a natural choice as a medium to detect CEvNS.
It provides a light nucleus in contrast to CsI to test
the N2 dependence of the CEvNS cross section. Ar-
gon has been widely used for both dark matter WIMP
searches [25, 26] and for neutrino detection [27], and
has therefore been well-characterized in the literature.
It has a high light yield, 40 photons/keVee [28] (electron
equivalent energy deposition), providing a su�ciently low
threshold for CEvNS detection, and the quenched re-
sponse to nuclear recoils has been well-characterized [29–
32] allowing for well-understood CEvNS predictions.
LAr scintillates on two significantly di↵erent time scales
(⌧singlet ⇡ 6 ns, ⌧triplet ⇡ 1600 ns) [33] providing power-
ful pulse-shape discrimination (PSD) capabilities to sep-
arate nuclear from electronic recoils (NR and ER respec-
tively) [34–36]. Both the light output and PSD capabili-

ties depend on the LAr purity.
As seen in Fig. 2, the CEvNS process in LAr with

the SNS neutrino source produces nuclear recoils up to
~100 keVnr (nuclear recoil). Due to the low-energy re-
coil signal, and the low event rates, the expected back-
grounds need to be well characterized. In Neutrino Alley,
CENNS-10 is sensitive to both beam-related and beam-
unrelated backgrounds. These beam-unrelated back-
grounds typically cause electronic recoils and are dom-
inated by a high flux of 511 keV gamma rays from a pipe
running through Neutrino Alley carrying radioactive gas
from the SNS target system. The PSD capabilities of
LAr are used to reject most of these events; the rate of
those remaining in the sample is measured via the strobe
windows. In a strict sense, these 511 keV gamma rays
are beam-related and their rates change with the time
history of accelerator operations. However, as the rate of
change is small compared to the beam pulse rate, they
are characterized as beam-unrelated. External beam-
unrelated backgrounds have largely been mitigated in a
subsequent run of CENNS-10 with the installation of ad-
ditional Pb shielding, making 39Ar the dominant beam-
unrelated background. The 39Ar isotope is cosmogeni-
cally produced and is inherent in atmospheric sources of
Ar. COHERENT is considering the use of underground
argon depleted in 39Ar [37–39] for future LAr measure-
ments.
A more challenging background for a CEvNS analysis

is caused by beam-related neutrons (BRNs) produced in
the SNS target. BRNs arrive in-time with the SNS beam
pulse and elastically scatter, generating nuclear recoils
and mimicking the CEvNS signal. To characterize the
BRN flux in energy and time, it was measured by the
SciBath detector [20, 40] at the CENNS-10 location in
late 2015. This measurement indicated that the BRN
flux in time with the beam pulse is substantial compared
to the prompt CEvNS signal while the delayed BRN flux
is negligible, thus providing a suitable time window in
which to search for CEvNS [41].

ANALYSIS

The analysis of this dataset proceeded as follows: First
a suite of radioactive � and neutron sources were used
to calibrate the detector energy and PSD response and
the detector simulation was tuned to match these data.
Then beam-unrelated backgrounds were measured with
strobe triggers, the beam-related background from BRNs
was predicted with simulation based on the previous Sci-
Bath measurement, and the CEvNS signal was predicted
from the SM cross section. Energy, PSD, and time cuts
were then optimized with those estimates to maximize
beam-related signal significance. With those cuts, a re-
duced neutron-shielding dataset was used to adjust the
BRN prediction for the full shielded configuration. Fi-



Neutrinos at the SNS
• Pulsed proton beam

• 1.4 MW

• 5000 MWhr/yr (1.5E23 POT/yr)

• ~350 ns FWHM, 60 Hz 

• Liquid mercury target

• Neutrinos produced through p + Hg collisions 
and pi-decay at rest 
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Figure 2.2: (a) A schematic of stopped-pion neutrino production. Most ⇡� are captured by the
target before decaying. ⇡+ decay into a muon neutrino and a positive muon which subsequently
decays to a positron, a ⌫e, and a ⌫µ. A total of 0.08 ⌫/flavor/POT are produced. (b) The timing
spectrum of neutrinos produced at a stopped-pion source. The prompt ⌫µ arrive within a ~1 µs
time window and follow the beam time profile. The characteristic 2.2 µs lifetime of muon decay
is seen in the delayed neutrino time spectrum. A beam-related signal with such a lifetime is an
indication that it is neutrino related.

in pion production and nucleon-nucleon cross sections.

Contamination of the stopped-pion neutrino spectrum from neutrinos produced via decay-in-

flight and µ-capture is small (see Fig. 2.3), and this contamination is two orders of magnitude

smaller at the SNS than at similar stopped-pion neutrino sources such as the Fermilab Booster

Neutrino Beam [10] and JPARC [48, 49]. In addition, the contribution to the CEvNS signal from

these high energy neutrinos (& 50MeV) is < 1%. The neutrino flux at the SNS is also ~80

times higher than at the BNB at the same distance from the target. The SNS provides the best

combination of beam power and background suppression of any stopped-pion source in the world.

2.1.2 NEUTRINO TIME AND ENERGY SPECTRA

The ⌫µ produced via ⇡+ decay occur via a two-body process which results in a well-defined energy
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Liquid Argon (LAr) for CEvNS
• Low N nucleus for CEvNS measurement

• Map out N2 dependence of CEvNS cross 
section after CsI measurement

• Large scintillation yield of 40 photons/keVee

• Well-measured quenching factor

• Pulse shape discrimination (PSD) capabilities for 
nuclear/electron recoil separation

• Two scintillation time constants

• ~6 ns singlet light

• ~1.6 𝜇s triplet light

• Electron recoil (ER) events mostly triplet light, 
Nuclear recoil (NR) events mostly singlet light
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The CENNS-10 Detector
• Originally built in 2012 by J. Yoo et al. at FNAL for CENNS effort at FNAL

• ~24 kg fiducial volume

• 2x 8” Hamamatsu PMTs, 18% QE at 400 nm

• Tetraphenyl butadiene (TPB) coated side reflectors/PMTs

• 10 cm Pb/ 1.25 cm Cu/ 20 cm H2O shielding

• SAES MonoTorr Zr getter for LAr purity management

• Moved to SNS for use in COHERENT late 2016

• Engineering Run (early 2017) with TPB coated acrylic parts, ~80 
keVnr threshold, no lead shielding, blind analysis finished (1.8 
GWhr), published results (arXiv:1909:05913 [hep-ex], accepted to 
Phys. Rev. D)

• Production Run (July 2017-present) after upgrade to TPB coated 
Teflon/PMTs, ~20 keVnr threshold, expect ~140 CEvNS
events/SNS-yr, blind analysis with two parallel groups in end stages 
(6.12 GWhr)
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FIG. 3. Reconstructed energy spectrum with a 137Cs source.
The singlet pulse fitting allows for the singlet light to be
summed separately.

nally, cuts were optimized and fixed for both a ‘counting
experiment’ and a likelihood fit before analyzing the full
shielded beam-on dataset.

The individual, digitized PMT waveforms are analyzed
for every trigger in the data stream and saturated wave-
forms are removed from the dataset. A baseline is de-
termined from the average ADC value in the first 1 µs
of each remaining waveform. This baseline is then used
to identify PMT pulses on each channel above a 20ADC
(~2 photoelectron) threshold. Events are identified when
there are coincident PMT signals above this threshold
to avoid triggering on single photoelectron-level pulses
from PMT dark rate. A requirement that the maximum
ADC value occur within the first 90 ns of the event min-
imizes the e↵ects from event pileup. A local baseline
is calculated immediately before each pulse and a least-
squares parabola fit is performed to the pulse peak for an
accurate singlet pulse-height measurement. The results
from the parabola fit are used to fit a single photoelecton
(SPE) template shape to the singlet peak and the resid-
ual between the SPE template and the data is taken.
Finally, the integral of the residual waveform is taken as
a measure of the amount of triplet light in the event. A
pulse shape parameter (Fprompt defined as the ratio of
singlet to total light) can then be calculated to separate
ER background events from the NR CEvNS signal.

Weekly calibration datasets with a 137Cs source were
used to measure the detector light output as well as track
any changes over the course of this run. The detected
photon yield was 0.6PE/keVee as determined from the
observed 662 keV photopeak from the summed singlet
and triplet light in the 137Cs spectrum (Fig. 3). It should
be noted that the light yield was increased by a factor of
8 in a subsequent upgrade of this detector. With the use
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FIG. 4. Distribution of the Fprompt parameter as a func-
tion of detected light in 252Cf calibration data with decays
to both neutrons and �s. The overlaid red curve is a PSD
cut optimized for the cuts-based counting experiment analy-
sis discussed in the text.

of the 137Cs datasets, the triplet lifetime in CENNS-10
was measured to be O(1.2 µs), consistent with an impu-
rity level on the order of O(1 ppm) [42], adequate for a
scintillation-only detector.
Monthly datasets collected with a 252Cf fission source

were used to characterize the response of CENNS-10 to
NR events. The separation of NR and ER events in the
252Cf dataset is shown in Fig. 4 where the band at low
Fprompt is identified as due to ER events and that at
high Fprompt is identified as NR events due to the fission
neutrons. The observed Fprompt is consistent with the
expected singlet:triplet ratios of ER and NR events [33].
These calibration datasets enabled the tuning of the

CENNS-10 Geant4-based [43] Monte Carlo (MC) simula-
tion optical properties for both ER and NR events. These
detector simulations were used to evaluate the e�ciency
for low-energy NR events to be detected and to form pre-
dictions of the expected BRN and CEvNS event rates in
CENNS-10. An energy-independent fit over the energy
range of interest to the global LAr data on nuclear re-
coil scintillation quenching [29–32] provided a quenching
factor (0.289±0.035) for NR vs ER response in CENNS-
10. With these waveform analysis and calibration pro-
cedures, each detector event can be identified as an ER
or NR candidate and be assigned a corresponding energy
with units of keVee or keVnr.

Initial BRN predictions using a simulation based on
the 2015 SciBath measurement were compared to a
dedicated two-week minimal-neutron-shielding dataset.
From this comparison, the predicted BRN rate was found
to be 20% lower than the observed rate. This factor was
used to adjust the expected neutron rates for the primary

CENNS-10 Analysis
• Read out 33 𝜇s around each beam spill

• Pulse finding algorithm to find events

• Calibrate detector with variety of sources

• Characterize backgrounds

• Measure and subtract beam unrelated backgrounds with beam-
off trigger

• Measure beam related neutrons with no-water shielding runs

• Optimize cuts using signal/noise in energy, pulse shape (PSD), and 
time

• Analysis consists of two steps

• Counting experiment, “prompt”, and “delayed”

• Full likelihood analysis
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CENNS-10 Engineering Run

137Cs 
calibration 
(662 keVee)
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LAr Quenching Factor

• Multiple measurements of LAr quenching factor in CEvNS region 
of interest

• Analysis performed within collaboration to fit quenching factor 
model

• Use linear fit model to describe quenching factor

• 𝜒2/ndf = 138.1/36

• Scale error band such that 𝜒2/ndf = 1

• 2% average uncertainty on quenching factor value in ROI

• O(1%) uncertainty on predicted CEvNS counts 
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Engineering Run Cuts
• Cuts to waveforms include

• Saturation, baseline

• > 99% of waveforms pass

• Event specific cuts

• Pile-up, etc.

• > 98% events pass

• Beam-related events

• Threshold and pulse shape 
discrimination cuts
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FIG. 5. Estimated e�ciency for acceptance of nuclear re-
coil events in CENNS-10 as function of nuclear recoil energy.
“Detected Events” are those that pass the 2PE coincidence
required for event building. The likelihood and counting ex-
periment cuts reflect the change in e�ciency due to analysis
cuts discussed in the text. The overlaid dashed curve is the
expected recoil spectrum in argon from CEvNS with arbitrary
normalization.

were used to characterize the response of CENNS-10 to
NR events. The separation of NR and ER events in the
252Cf dataset is shown in Fig. 4, where the band at low
Fprompt is identified as due to ER events and that at
high Fprompt is identified as NR events due to the fission
neutrons. The observed Fprompt is consistent with the
expected singlet:triplet ratios of ER and NR events [33].

These calibration datasets enabled the tuning of the
CENNS-10 Geant4-based [43] Monte Carlo (MC) sim-
ulation optical properties for both ER and NR events.
These detector simulations were used to evaluate the ef-
ficiency for low-energy NR events to be detected and
to form predictions of the expected beam-related neu-
tron and CEvNS event rates in CENNS-10. An energy-
independent fit over the energy range of interest to the
global LAr data on nuclear recoil scintillation quench-
ing [29–32] provided a quenching factor (0.289 ± 0.035)
for NR vs ER response in CENNS-10. With these wave-
form analysis and calibration procedures, each detector
event can be identified as an ER or NR candidate and be
assigned a corresponding energy with units of keVee or
keVnr.

Initial beam-related neutron predictions using a simu-
lation based on the 2015 SciBath measurement were com-
pared to a dedicated 2-week minimal neutron-shielding
dataset. From this comparison, the predicted beam-
related neutron rate was found to be 20% lower than
the observed rate. This factor was used to adjust the
expected neutron rates for the primary CEvNS dataset.
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FIG. 6. Time distribution of beam-on and strobe samples
in the beam-related-neutron-enhanced energy window. The
blue curve is the expectation from the timing shape of the
SNS POT signal scaled to the beam-on-target excess.

However, the beam-related neutron normalization was al-
lowed to float in the final analysis. CEvNS predictions
were based on the convolution of the pion DAR neutrino
flux and SNS pion-production rate [18] with the SM-
predicted CEvNS cross section. Beam-unrelated back-
grounds were measured in situ with strobe triggers.
Both a cuts-based (“counting experiment”) analysis

and a likelihood fit in energy, time, and Fprompt space
were performed on the full-shielded CEvNS dataset. In
the cuts-based analysis, to form a CEvNS sample, a
figure-of-merit F ⌘ Nsig/�sig was optimized to set a
0–30 keVee reconstructed energy range, a delayed 1.4 <
tTrig < 4.4 µs time window (where tTrig is measured rel-
ative to a timing signal provided by the SNS close to the
onset of POT), and an energy-dependent PSD selection
seen in Fig. 4. For this analysis, it was assumed that
the beam-related neutrons observed in Neutrino Alley
are produced by fast neutrons from the target scattering
in the shielding near the detector and that the neutri-
nos should arrive roughly 30 ns before the fast neutron
peak determined from the beam-related neutron mea-
surements. The results reported here are not sensitive
to this assumption. A beam-related-neutron-enhanced
sample was also selected with an expanded energy range
(0–700 keVee) in both the prompt (0.4 < tTrig < 1.4 µs)
and the delayed (1.4 < tTrig < 4.4 µs) time windows.
For the likelihood fit, cuts were loosened, increasing the

sensitivity to a CEvNS signal, to 0–300 keVee, 0.4–4.4 µs
relative to the SNS timing signal, and from Fprompt val-
ues ranging from 0.55–0.95 . The lack of CEvNS events
with reconstructed energy Ereco > 50 keVee and the lack
of beam-related neutron events in the delayed window
(tTrig > 1.4 µs) serves to separate the beam-related neu-
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FIG. 5. Estimated e�ciency for acceptance of nuclear re-
coil events in CENNS-10 as function of nuclear recoil energy.
“Detected Events” are those that pass the 2PE coincidence
required for event building. The likelihood and counting ex-
periment cuts reflect the change in e�ciency due to analysis
cuts discussed in the text.

CEvNS dataset. However, the BRN normalization was
allowed to float in the final analysis. CEvNS predictions
were based on the convolution of the pion decay-at-rest
neutrino flux and SNS pion-production rate [18] with the
Standard Model-predicted CEvNS cross section. Beam-
unrelated backgrounds were measured in situ with strobe
triggers.

Both a cuts-based (“counting experiment”) analysis
and a likelihood fit in energy, time, and Fprompt space
were performed on the full-shielded CEvNS dataset. In
the cuts-based analysis, to form a CEvNS sample, a
figure-of-merit F ⌘ Nsig/�sig was optimized to set a
0–30 keVee reconstructed energy range, a delayed 1.4 <
tTrig < 4.4 µs time window (where tTrig is measured rel-
ative to a timing signal provided by the SNS close to the
onset of POT), and an energy-dependent PSD selection
seen in Fig. 4. For this analysis, it was assumed that
the BRNs observed in Neutrino Alley are produced by
fast neutrons from the target scattering in the shielding
near the detector and that the neutrinos should arrive
roughly 30 ns before the fast neutron peak determined
from the BRN measurements. The results reported here
are not sensitive to this assumption. A BRN-enhanced
sample was selected with an expanded energy range (0–
700 keVee) in both the prompt (0.4 < tTrig < 1.4 µs) and
the delayed (1.4 < tTrig < 4.4 µs) time windows.

For the likelihood fit, cuts were loosened, increasing the
sensitivity to a CEvNS signal, to 0–300 keVee, 0.4–4.4 µs
relative to the SNS timing signal, and from Fprompt val-
ues ranging from 0.55–0.95 . The lack of CEvNS events
with reconstructed energy Ereco > 50 keVee and the lack
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FIG. 6. Time distribution of beam-on and strobe samples
in the BRN-enhanced energy window. The blue curve is that
expected from the timing shape of the SNS POT signal scaled
to the beam-on-target excess.

of BRN events in the delayed window (tTrig > 1.4 µs)
serves to separate the BRN and CEvNS signals. The ef-
ficiencies as a function of nuclear recoil energy for these
cuts is seen in Fig. 5.
Systematic errors were assigned to the beam-related

(CEvNS and BRN) predictions for the quenching factor
and pulse-finding threshold. These uncertainties were
dominated by the uncertainty of the NR PSD band in
the CEvNS energy region due to the high threshold of
the 252Cf calibration datasets. An additional source of
uncertainty was included on the overall BRN normal-
ization due to the extrapolation of the BRN rate from
the minimal-shielded dataset. For the cuts-based anal-
ysis, correlated systematic errors were calculated and
a goodness-of-fit (�2) quantity was determined for the
beam excess compared to the MC prediction. For the
cross section limits from the likelihood fits, alternative
PDFs incorporating ±1� excursions for each systematic
were fit to the data, and the di↵erence from the central
value result were added in quadrature as a measure of
the systematic uncertainty.

RESULTS

The resulting sample from the BRN-enhanced cuts-
based analysis (0–700 keVee) over the full time range is
shown in Fig. 6. Note the clear evidence of BRNs with
time structure consistent with the POT trace from the
SNS beam. Note also that there is no evidence of this
signal in the delayed (tTrig > 1.4 µs) region. This is con-
sistent with the hypothesis that the BRN that reach the
CENNS-10 detector inside of the shielding are the result

Engineering Run Results
• Threshold not low enough for sensitive CEvNS search

• Understand beam related neutron (BRN) backgrounds 

• Counting experiment results

• Optimized cuts based on signal/noise

• Excess after cuts seen in time with beam consistent with prompt beam related neutron (BRN) rate

• Delayed window excess consistent with zero

• Place limit on CEvNS cross section

• Place constraint on beam related neutrons for Production Run
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Engineering Run Results, arXiv:1909:05913 [hep-ex],
M. R. Heath (IU PhD Thesis) (2019) 
http://inspirehep.net/record/1744690?ln=en
Accepted to  Phys. Rev. D

http://inspirehep.net/record/1744690?ln=en


Engineering Run Results
• Full likelihood analysis

• New limits on CEvNS cross section

• SM predicted cross section of 1.8 x 10-39 cm2

• Non-standard interaction (NSI) constraints

• Confirms constraints from 2017 COHERENT CsI
result
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FIG. 9. Projections of likelihood best-fit solutions together with the data in (a) time, (b) Fprompt, and (c) reconstructed energy.
The CEvNS curve shown is from the 68% confidence limit found. Inlaid plots show the spectra in log-scale to make the small
contributions from the predicted CEvNS distribution more visible.

FIG. 10. 90% CL on NSI parameters ✏uVee and ✏dVee from this
CENNS-10 engineering run. The earlier CsI[Na] result [18]
is confirmed and much of the pre-COHERENT phase space
allowed by CHARM [49] is ruled out.

cross section of <8.3⇥ 10�39 cm2 was extracted and used
to set limits on the NSI couplings ✏uVee , ✏dVee [9]. Under the
assumption of heavy mediators, these couplings result in
an overall scaling factor to the CEvNS cross section [18].
Fig. 10 indicates the allowed parameter values consistent
with this 90% C.L. cross section.

CONCLUSIONS

In this first result from the CENNS-10 liquid argon de-
tector as part of the COHERENT experiment, a dataset
taken as part of an engineering run corresponding to

4.2⇥ 1022 protons on the SNS target collected from Feb.
24, 2017 to May 28, 2017, has been analyzed. The en-
ergy threshold in this configuration is not adequate for
high sensitivity to CEvNS. However, beam-related neu-
trons were characterized, further refining constraints on
this important background which will inform future mea-
surements. In addition, no BRN were observed in the
delayed time window, outside of the beam pulse, con-
sistent with previous measurements. The observation of
no significant beam excess does allow for a first limit on
the CEvNS cross section on argon within twice the SM
prediction and for a corresponding limit on NSI.
The CENNS-10 detector was upgraded in the sum-

mer of 2017 to improve light collection and lower the
energy threshold to 20 keVnr, and additional shielding
was installed to minimize the dominant beam-unrelated
background in Neutrino Alley. CENNS-10 has collected
>6GWhr of data in this configuration with the sensitiv-
ity to make a first observation of CEvNS on argon. CO-
HERENT is also working towards CEvNS measurements
with a 2 t NaI array, also sensitive to charged current
interactions, as well as with 16 kg p-type point-contact
Ge to maximize the neutrino physics capabilities at the
SNS [48].
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FIG. 7. Energy distribution of the cuts-based analysis beam-
residual event sample in the prompt time window along with
the BRN prediction. The error bars are statistical and the er-
ror band on the prediction is systematic. Plot inlay shows un-
subtracted spectra from the prompt beam-on triggers (black)
and the expected beam-unrelated background as measured
with strobe triggers (gray).

of fast neutrons in Neutrino Alley that lose su�cient en-
ergy to create low-energy nuclear recoils in LAr. This is
verified by MC simulations.

The reconstructed energy distribution from this sam-
ple in the prompt time region (0.4 < tTrig < 1.4 µs)
is shown in Fig. 7. The beam-related excess of
126± 15(stat.) events in this sample is consistent with
the BRN prediction of 112± 30(syst.) events. The uncer-
tainty on the BRN prediction is dominated by the uncer-
tainty in the overall fast neutron flux (±20%), the uncer-
tainty of the NR PSD band mean near threshold (±19%),
the pulse-finding threshold (±5%), and the quenching
factor (±4%). The predicted CEvNS signal in this sam-
ple is <1 detected event. A comparison of the data with
the predicted BRN energy spectrum gives a �2/Nbins,
including correlated uncertainties, of 99/70 (2.0/3 in the
CEvNS energy ROI). The excess of events above predic-
tion at E ⇡ 440 keVee has a global p-value under the
null hypothesis of 1.7% and is above the energy region
of interest for the likelihood fit.

The energy distribution of events in the delayed sam-
ple is shown in Fig. 8. In the CEvNS energy region
0–30 keVee, an excess of 1± 4(stat.) events is observed,
with a predicted CEvNS sample of <1 event with an
uncertainty dominated by the pulse-finding threshold
(±35%), the NR PSD band mean behavior near thresh-
old (±30%), the quenching factor (±15%), and the un-
certainty in the neutrino flux (±10%). The first two
errors are large because the CEvNS events are so near
the threshold in this dataset. In addition, there are
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residual event sample in the delayed time window. Plot inlay
shows un-subtracted beam-on spectrum (black) along with
the expected beam-unrelated backgrounds as measured with
strobe triggers (gray).

TABLE I. Results of a maximum likelihood fit to the data (de-
tails in text). The quoted beam-unrelated background counts
includes the statistical uncertainty in its determination from
the strobe trigger sample.

sample size 4663

beam-unrelated background 4700± 34

fit BRN 126± 18(stat.)± 28(syst)

1� (68% C.L.) CEvNS events < 7.4

1� cross section < 3.4⇥ 10�39 cm2

1� cross section sensitivity < 7.1⇥ 10�39 cm2

9± 18(stat.) events in the extended energy range out to
700 keVee, consistent with earlier measurements [18, 44]
indicating no delayed beam-related neutron flux in Neu-
trino Alley.
The likelihood fit was performed by passing a total of

4663 events surviving the likelihood cuts to a 3D likeli-
hood function in energy, time, and Fprompt space includ-
ing beam-unrelated and BRN backgrounds along with a
CEvNS signal. A profile likelihood curve was calculated
as a function of the number of CEvNS events and a fre-
quentist confidence limit (C.L.) method [45–47], along
with a simple treatment of the large systematic errors,
was used to place on upper limit on the number of CEvNS
events of <7.4 events. This result can be used to place a
68% C.L. on the stopped-pion flux-averaged cross section
of <3.4⇥ 10�39 cm2, within twice the Standard Model
prediction of 1.8⇥ 10�39 cm2 [48]. These results are sum-
marized in Table I and the projections in time, Fprompt,
and reconstructed energy can be seen in Fig. 9.
Using the same frequentist method a 90% C.L. on the
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• Detector upgraded to TPB coated Teflon/PMTs 

• Same strategy as Engineering Run

• Measure and subtract beam unrelated backgrounds

• Measure beam related neutrons with no-water shielding runs

• Counting experiment, likelihood analysis

• Calibration determined light yield as ~4.5 photoelectrons/keVee

• Improved nuclear recoil pulse shape discrimination (PSD)

• Pulse shape discrimination, background rates, energy resolution, threshold 
(~20 keVnr) sufficient for measurement of CEvNS in 40Ar

• SM prediction of ~130 CEvNS events in 6.12 GWhr Production Run dataset

• Results soon!

Production Run Analysis
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PRELIMINARY

CENNS-10 Production Run

AmBe source data



Beam-Unrelated Background
• With addition of lead shielding, largest background 

is 39Ar

• Cosmogenic background in atmospheric Ar at 
~1 Bq/kg

• CENNS-10 simulations ran of beam-unrelated 
background

• Other components measurable are naturally 
occurring U/Th backgrounds

• 39Ar backgrounds reduced via extraction of 40Ar 
from underground

• Idea for future COHERENT LAr operation, 
see talk by R. Tayloe tomorrow Energy (keVee)
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Summary
• Liquid Argon is low N target for CEvNS measurement due to high 

scintillation yield and PSD capabilities

• CENNS-10 detector built at FNAL and moved to SNS for COHERENT 
measurement of CEvNS on 40Ar

• Engineering Run placed new limits on CEvNS cross section on 40Ar and 
confirms CsI constraints for non-standard interactions

• CENNS-10 upgraded, production data taking continues, results from first 
physics run soon!

• For future COHERENT LAr program, see talk by R. Tayloe

12
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Engineering Run Beam-
Unrelated Background
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Figure 5.15: Comparison of measured beam-unrelated backgrounds while the beam is running to
Monte Carlo predicted rates. The contribution of the HOG is significant. (a) Expected rates based
on prior measurements made in Neutrino Alley (see Sec. 3.1). At first look the predicted HOG
rate appears low, but the expected rate came from a single measurement. The rate is know to vary
in time by up to a factor of ~3 (Fig 3.1). (b) A fit fixing the 39Ar and Wall+Floor rates to those
found in Fig 5.14. The rates appear di↵erent due to di↵erent thresholds.

ground calibration dataset can be seen in Fig. 5.14. The expected rates are almost exactly what is

observed. This gives us confidence that the Monte Carlo is accurately representing the interactions

in the radiation shielding. The generated background spectra can also be fit to the measured data

by allowing the normalizations to float individually, and with the introduction of an energy scaling

factor. The observed rates are found to agree with the expected ones to within 9%, and the best

fit modification to the energy scaling is sub-1%.

BEAM-ON BEAM-UNRELATED BACKGROUNDS

When the beam is running, there is an additional contribution to the beam-unrelated backgrounds

from the HOG (Sec. 3.1.1). The HOG was simulated as a uniform cylindrical source (r = 0.05m, l =

2m) roughly 2.5m from the detector center.

Using the measured flux discussed in Sec. 3.1, and the simulation of the HOG, the expected

event rate due to the 511 keV gamma rays can be found as seen in Fig. 5.15. At first glance, the
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Figure 5.14: Comparison of measured beam-o↵ backgrounds taken from calibration datasets to
Monte Carlo predicted rates. (a) Expected rates based on prior measurements made in Neutrino
Alley (see Sec. 3.1) and (b) A fit allowing the normalization of the background sources to float
independently.

are the same as discussed in Sec. 3.1. These beam-unrelated backgrounds can be separated into

two categories: beam-o↵ and beam-on. To remove the e↵ects from pileup due to high rates, only

the full-shielded configuration (water + copper installed) was simulated.

BEAM-OFF BEAM-UNRELATED BACKGROUNDS

Beam-o↵ beam-unrelated backgrounds are backgrounds present even when the SNS is not running.

The dominant backgrounds are due to 39Ar and the concrete making up Neutrino Alley.

These backgrounds were simulated with the CENNS-10 Geant4 simulation, and a predicted

spectrum was made based upon the expected rate of each source. 39Ar was simulated through-

out the liquid argon volume in the simulation. The wall and floor gammas were generated uni-

formly from planar sources. The floor gammas were generated just below the Pb shielding from

a (2⇥ 2)m2 source. The wall gammas were also generated from a planar source perpendicular to

side of the Cu shielding, again from a (2⇥ 2)m2 source, 0.6m from the center of the detector.

A comparison of the expected rates in CENNS-10 to the measured rates taken from a back-
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Engineering Run No-Shielding Data
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Figure 6.5: No-shielding energy and time spectra with PSD cut imposed. (a) Timing spectra.
Overlaid on the bottom panel in green is the prompt beam-related neutron peak from the SciBath
measurement normalized to the predicted number of events in CENNS-10. (b) Prompt energy
spectrum. The observed beam excess is in good agreement with the predicted rate from the
SciBath measurement. Inlaid plot shows un-subtracted spectra.

energies and di↵erent locations from the SciBath to the CENNS-10 run.

The results of the fit can be seen in Fig. 6.6 and suggest that the predicted BRN rate should

be increased by 70% (30%) if the high energy neutron flux is not (is) considered. The �2/N.D.F.

of the fit is 8.7 / 6 (9.6 / 6) without (with) the high energy flux, to be compared to the �2
null value

of 41.7. Alternative incident neutron spectral shapes were investigated (e.g. power law behavior),

but were not found to match the data as well as the SciBath flux.

A shape correction to the BRN prediction was later implemented due to the energy-dependence

of the Fprompt parameter improving the �2 to 6.3. This correction is necessary as the singlet:triplet

ratio in the Geant4 simulation is an energy-independent value for neutron simulations. Due to

the observed decrease in the singlet:triplet ratio in calibration data (see Fig. 5.13), this shape

correction serves to decrease the rate at low energy and pull up the rate at higher energies, making

the predicted neutron shape better match the observed beam-related excess. This correction was

applied to the full-shielding predictions.
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Beam-Related Neutron 
Normalization

• Beam-related neutron predictions from IU-built 
SciBath detector

• Measured neutron flux in CENNS-10 
location in Neutrino Alley

• Energy shape agreement with measured 
no-shielding data in Engineering Run

• Best fit shows 30% increase in 
normalization from SciBath predicted flux
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Figure 6.6: Fit of the beam-related neutron predictions to the no-shielding beam-related excess.
According to the fit, the neutron prediction for the full-shielded dataset should be increased by 30%
(70%) relative to the prediction using the SciBath measurement with (without) the high energy
flux limit. An e�ciency correction due to the energy dependence of Fprompt was later applied
resulting in better agreement between the beam residual and the MC predicted shape. The e↵ect
on the predicted BRN shape can be seen in the dark blue curve.
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Engineering Run 
Likelihood Results
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Figure 7.16: One-dimensional projections of global best-fit to Engineering Run data. (a) Time, (b)
PSD, and (c) Reconstructed Energy. The CEvNS curve shown is from the 68.3% confidence limit
found. Inlaid plots show the spectra in log-scale to make the CEvNS distributions more clear.

7.4.3 BEAM-RELATED NEUTRON RESULT

To find the beam-related neutron rate, the CEvNS normalization was profiled over (although the

best fit BRN value is fairly uncorrelated with the best fit CEvNS value due to the small CEvNS

signal size). The likelihood function L as a function of the BRN rate was mapped out, with the

best fit value where the minimum of the �2 lnL occurs as seen in Fig. 7.17.

In the case of a likelihood fit, the actual value of the log-likelihood function is unimportant.

What is more important in the likelihood ratio taken relative to another point on the curve:

� 2 lnL = (�2 lnL)BF � (�2 lnL) (7.4)

In the limit of large sample sizes, Wilks’ Theorem [123] can be used to approximate the log-

likelihood ratio as a chi-square distribution with n degrees of freedom. Using Wilks’ theorem, the

one-sigma statistical errors on the BRN rate can be found from the intersection of the log-likelihood

ratio curve (Fig. 7.17a) with a value of one (the ��2 corresponding to a one-sigma uncertainty for

a distribution with one degree of freedom).

As a measure of the systematic error on the result, alternative pdfs based on the one-sigma

systematic excursions discussed in Sec. 7.2.3 are fit to the beam data. The standard deviation from

these results then gives the systematic uncertainty on the best-fit neutron rate as seen in Fig. 7.17.
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Engineering Run 
Likelihood Results

Neutron Events
0 20 40 60 80 100 120 140 160 180 200

-2
ln

L

0

10

20

30

40

50

60

70

80

(a)

Neutron Events
100 105 110 115 120 125 130 135 140

C
Ev

N
S 

Ev
en

ts

12−10

11−10

10−10

9−10

8−10

7−10

6−10

5−10

4−10

3−10

2−10

1−10
1

10

CEvNS 3PE Thresh
QFσ1±CEvNS 

PSDσ1±CEvNS 
CEvNS CV Fit

CV Prediction
Neutron CV Fit

PSDσ1±Neutron 

QFσ1±Neutron 

Low En.σ1±Neutron 
Neutron 3PE Thresh

(b)

Figure 7.17: Beam-related neutron profile-likelihood fit results. (a) Log-likelihood ratio curve as
a function of the number of neutron events. The gray band represents the one-sigma statistical
uncertainty on the best fit value (given by the vertical dashed line) following Wilks’ Theorem [123].
(b) The spread of the best fit neutron values with alternative BRN pdfs gives the systematic
uncertainty on the fit. Changing marker colors represent the e↵ect of changing the CEvNS pdf on
the global best-fit value. Changing marker styles represents the e↵ects of changing the neutron
pdf. The hollow star shows the central value prediction.

This procedure gives the best fit beam-related neutron rate as 126± 18(stat)± 11(syst) events

which agrees with the prediction (143 events) within one-sigma.

7.4.4 CEVNS ANALYSIS

For the CEvNS analysis, the Feldman-Cousins (FC) [124] procedure was used due to the small

expected signal from CEvNS events. FC prescribes a frequentist approach for setting confidence

limits based on the log-likelihood test statistic. The analysis here follows the procedure covered

in [125] which is a fully frequentist approach using fake datasets to generate both the experimental

sensitivity as well as the ultimate confidence limit (CL).

SENSITIVITY

Feldman and Cousins noted in their initial paper that downward fluctuations in the expected

background can cause a better CL than might be expected. For that reason, the experimental
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