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introduction

LCG site reliability (Pablo Saiz)
complex processing of LCG/RGMA information
(job execution steps) for guessing errors.

ATLAS job monitoring (Benjamin Gaidioz, Dietrich
Liko et al.)

ATLAS data management (Ricardo Rocha)
monitoring of ATLAS distributed data
management. Design/implementation close to
DDM users and developers,

ALICE data transfers (Pablo Saiz).
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LCG site reliability
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an example

successive steps of a job (info from RGMA).
Waiting

Ready Ready (7 an authentication operation failed )

Scheduled (Job successfully submitted to Globus )

Running (Job successfully submitted to Globus )

Submitted Done (/net/hisrv0001/opt.x86_64/grid/globus/etc/globus-user-env.sh not found or unreadable )Done (Job terminated successfully )

Done (Cannot read JobWrapper output both from Condor and from Maradona. )

Done (Job got an error while in the CondorG queue. )

Cleared (user retrieved output sandbox )

resubmission, system error messages,

hidden error messages (authentication error),
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another example
Waiting

Ready (unavailable )

Scheduled (Job successfully submitted to Globus ) Ready (7 an authentication operation failed )

Done (Job got an error while in the CondorG queue. )Running (Job successfully submitted to Globus )

Submitted

Done (/net/hisrv0001/opt.x86_64/grid/globus/etc/globus-user-env.sh not found or unreadable )

Done (Job terminated successfully )

Done (Cannot read JobWrapper output both from Condor and from Maradona. )

Waiting (unavailable )

Cleared (user retrieved output sandbox )

missing steps.
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split by CE

split by CE, simplified.

cluster.pnpi.nw.ruce01.cmsaf.mit.edulepton.rcac.purdue.educe02.grid.acad.bg

submit

Waiting Waiting Waiting Waiting

Ready Ready Ready Ready

Scheduled

Running

Done

Success

Scheduled

Running

Error, wrong installation

Error, authenticationScheduled

Running

Error, maradona
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summaries

execution is split in attempts (successful or not),

we measure reliability as success/total (attempts,
not job),

grouped by site/ce,

on each CE, jobs are grouped by path (jobs
following exactly the same steps).

objective: spot system errors in sites.
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web interface (daily view)
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web interface (daily view, CE)
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web interface (daily view, CE, ex-
ecution steps)
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web interface (daily view, CE, ex-
ecution steps, details)
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web interface (job list)
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web interface (job view)
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ATLAS specific job monitoring
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ATLAS specific job monitoring

Grid monitoring (RGMA, GridPP) is in place,

using production job database for application level
info (LCG, OSG, Nordugrid),

current work: instrumentation of Ganga/ATLAS and
Panda pilot jobs (OSG), for application and grid
level info.

experiment dashboard – p. 15/31



ATLAS data management
monitoring
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ATLAS data management moni-
toring

dashboard application which is like a component of
DDM.

DDM servers (running in VOboxes) are
contacting the dashboard directly to report
events (HTTP, already implemented in DDM),
data, interface, plots, actions, have been
specified with developers and main users.

the application handles a lot of data, very optimised
database schema and queries,

latest release before Christmas holidays, a lot of
feedback since.
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main page
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main table (table)
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main page (cloud detail)
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datasets at a site
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datasets at a site (detail)

experiment dashboard – p. 22/31



files in a dataset
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recent events in a site
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recent events for a file
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recent errors
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ALICE data transfers
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ALICE data transfers

similar display we saw for site reliability,

data is taken from ALICE monitoring database and
exported to daily summaries.
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screenshot

data transfers from CERN to ALICE T1.
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conclusion
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conclusion

VO-oriented tool,

used by CMS since more than a year,

ported job monitoring to ATLAS year, plus DDM
monitoring,

specific applications: DDM, site reliability, data
transfers,

now moving to LHCb and ALICE,

good feedback, collaboration with CMS and ATLAS.

future plans:

software: increase deployment ease,

alarms, recognition of pathologic patterns.
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