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Licenses and Support

• Tier 1 licenses acquired
– Experiment and grid service request should be 

covered at all T1 sites 

• License payment and signed agreement forms 
received from most sites

• LCG Support ID has been created by Oracle
• Now creating accounts for Oracle support  

(MetaLink) created for  all T1 database 
contacts
– access to Oracle s/w, patches, security upgrades 

and problem database
– allows to file problem reports directly to Oracle
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Security and Backup Policy 
Proposals

• Started discussion during September 
workshop at CERN

• Tier 0 backup and security policy proposals 
have been prepared by M. Girone
– Proposal presented at 3D meetings
– Need feedback from experiments and sites

• Expect to use updated/adapted proposal 
also for database services at tier 1 sites
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Experiment Requirements

• Baseline (unchanged since November ’05 GDB)
– ATLAS T1

• 3 node db server, 300 GB usable DB space

– LHCb  T1
• 2 node db server, 100 GB usable DB space

– CMS T1+2
• 2 squid server nodes, 100 GB cache space per node

• ATLAS
– R. Hawkings collected COOL requirements and proposed 

a model for total volume and client accesses - preliminary 
number: some 1.7 GB /day 

– J. Cranshaw gave first numbers for TAGS
• some 4 TB /year (not including indices), access not clear yet

• CMS and LHCb
– Currently no major upgrades requested 
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Implementation status at Tier 1 
sites

• ASGC, BNL, CNAF, GridKA and RAL deploy 
2-node servers for ATLAS and/or LHCb
– check scalability with many clients for ATLAS

• IN2P3 provides a shared setup for ATLAS and 
LHCb
– check interference between experiments

• TRIUMF is first phase 2 site ready to join!
– SARA is currently under test, may join this month

• NDGF - currently setting up a single node DB 
and acquiring final h/w 

• PIC - h/w for initial cluster available, recruiting 
database administrator
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LFC replication between CERN 
and CNAF

• LFC replication via streams between CERN 
and CNAF in production since November 
– Requested by LHCb to provide read-only catalog 

replicas

• Stable operation without major problems
– Several site interventions at CNAF have been 

performed 
– Site restart and resynchronisation worked 
– Rate compared to conditions rather low 

• Will contact LHCb and add other sites as 
required 
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3D Streams Monitoring

• Redesigned streams monitoring
– shows streams topology, status of components, 

data flow
• views: by site, by experiment, by application
• history plots 

– monitoring data is collected centrally and 
provided to experiment/grid dashboards via XML

• Alerts affected site and experiments contacts 
about replication problems

• Complements standard database server 
monitoring with Oracle Enterprise Manager
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Monitoring Examples

• one slide from Zbigniew
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Tier 0 setup and operational 
procedures

• Main streams operations have been included 
in the Tier 0 DBA operations manual

• Automated alerts for streams problems 
enabled 
– expect handling of streams problems to be this a 

working hour only operation

• Downstream capture setup being installed as 
part of the planned Tier 0 service extension
– log-mining step will run on a separate box 

offloading the source database
– same h/w and s/w setup as db server nodes

• Expect to conclude remaining setup changes 
before end of January
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Streams Performance Tuning

• Focus recently: Wide Area Network
– Remote sites significantly affected by latency 

• eg ASCG with 300ms round trip time

• Studied TCP level data flow between CERN 
and Taiwan (Thanks to ASGC!)

• Resulting Optimisations 
– increased TCP buffer size (OS level) 
– decrease frequency of acknowledgements 

between src and dest DB 

• Total improvement almost factor 10
– Now: 4000 logical change records / sec
– Checklist for Tier 1 sites has been prepared

• Now focussing on optimisations LAN setups
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FroNTier Launchpad Setup

CERN

DNS 

round 

Robbin

• 3 servers running 
Frontier & Squid 
(worker nodes)

• Backend Oracle 
Database 10gR2 
(4-node RAC)

WANWAN

Provides load 

balancing and 

failover

T0 Farm

Slides: L. Lueking
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Tn Operation

• Installations

– 28 T1 and T2 Monitored sites
– http://cdfdbfrontier4.fnal.gov:8888/indexcms.html

• CSA06 tests (Just starting)

– Selected sites have been testing

– Job Robot submitting jobs accessing DB 

through Frontier at growing number of sites.

– Looking forward to more activity in next 2 

weeks.
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Cache Refresh @ 3 AM UTC

• Last Friday, started directing 
cache objects to expire 3:00 
UTC next day (FrontierInt)

• Temporary “fix” for cache 
coherency.

Forced

Refresh

Expire

Refresh
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Upcoming milestones

• February - ATLAS Conditions Data Challenge
– All phase 1 sites joined
– ATLAS grid jobs access Tier 1 replicas

• March - All phase 2 site setups complete
– TRIUMF, SARA, NDGF, PIC  available for 

experiment tests

• April -  LHCb Conditions Deployment
– All LHCb database sites participating
– LHCb grid jobs use Tier 1 replicas

• Meeting Schedule
– Weekly meeting with all Tier 1 sites Thu 16:00
– January 26 - 3D mini workshop @ CERN
– Late Feb/ early March DBA workshop
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Summary

• Significant progress with streams performance in WAN
– ATLAS reported promising performance for COOL and Tags 

replication (concurrently) to four T1 sites  

• Frontier/SQUID passed first large scale test in CSA’06
– Ideas for handling cache consistency emerging

– If CMS s/w needs more consistency addition R&D will be required

• Tier 0 and 3D Phase 1 Site are on track for upcoming 
experiment milestones

– PIC and NDGF risk to fall behind schedule   

• Experiment database requirements stabilise
– ATLAS volume and client estimates being collected and documented 

(TAGs volume is significantly higher than ’05 request)

– CMS and LHCb - so far content with their resource requests

• Next Steps

– Finalise policy agreements and operational procedures at Jan w/s

– Continue plan resource evolution during startup

– Larger scale deployment of grid clients against T1 replicas
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